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INFLUENCE OF OPERATING TEMPERATURE ON QUENCH AND
STABILITY OF OXIDE HIGH-TC SUPERCONDUCTORS

M.K. Chyu
Department of Mechanical Engineering

Carnegie Mellon University
Pittsburgh, PA 15213

C.E. Oberly
Aero Propulsion and Power Directorate

Wright Laboratory
Wright Patterson Air Force Base, OH 45433

ABSTRACT

This paper examines the influence of operating temperature, ranging from 20K to

80K, on the stability and normal zone propagation in a silver sheathed, YBCO

superconductor tape. The distributions of temperature and heat generation are obtained
numerically by solving a transient, two-dimensional energy equation with temperature-

dependent properties and a current-sharing model. The present results suggest that a 20K

operation is considerably more stable than its 80K counterpart. In addition, during a pulse-

induced quench zone propagation, most of the ohmic heating is generated in the YBCO

superconductor for a 20K operation. On the other hand, the silver sheath generates most of

the heat for an 80K operation. Imposing transverse cooling significantly promotes stability

and reduces normal zone propagation velocity. However, it has little influence on the

instantaneous rise in local temperature during a disturbance. Such a temperature spike,

largely caused by the low thermal diffusivity of YBCO, may exceed YBCO melting

,emperature.
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NOMENCLATURE

A cross-section area of superconductor
AG Silver Sheath

As cross-section area of stabilizer

C specific heat
D tape thickness, Imm
E volumetric energy of disturbance

g volumetric heat generation
h heat conductance or heat transfer coefficient
I current

Ic critical current at given temperature
Iop operating current

J current density

Jc critical current density of superconductor at given temperature
Jco critical current density at operating temperature
J0p operating current density

Js current density in stabilizer
k thermal conductivity

L conductor length

SC superconductor
T temperature

Tb ambient coolant temperature and tape initial temperature

Tc critical temperature at given current density

To critical temperature at zero current, 92K
t time
v normal zone propagation velocity

x coordinate in principal current flowing direction, see Fig. 1

y coordinate in transverse direction, see Fig. 3

Greek Symbol
E electrical field strength
X volume fraction of superconductor in a composite

7 density

0 dimensionless temperature, (T-Tb) / (Tco - Tb).

p electric resistivity
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INTRODUCTION
The discovery of high-temperature, ceramics based, superconductors (HTSC) at

90K has a significant implication that superconducting magnets can be operated in a liquid-
nitrogen cooled environment. Despite enormous research progress since the HTSC
discovery, this speculation has evolved to be a long-range goal. This is due mainly to
difficulties encountered in material processing and thermally assisted flux flow at elevated
temperatures. The HTSC has been demonstrated at higher critical current and very high
upper critical fields at 20K with liquid hydrogen cooling. This has led to the suggestions
that HTSC may be useful in high-field, high-current applications of low temperatures
(CoUings, 1989; Oberly et al., 1990). For advanced aeronautical and space propulsion, an
effective superconducting power system cooled by liquid hydrogen, which is typically the
fuel, is particularly desirable (Oberly et al., 1991).

One of the critical issues relating to the selection of operating temperature for a
power system employing HTSC is quench protection. Partly because of large thermal
margins, HTSC operated in a low temperature range are far more stable against external
disturbance than their low-temperature counterparts. Nevertheless, once a disturbance is
sufficiently strong to trigger a quench, the normal zone propagation is extremely slow
(Laquer et al., 1989; Chyu and Oberly, 1991), as a large amount of resistive heating is
generated and retained in a small region. This detrimental effect has posed a great challenge
to the design of protection systems for coils employing HTSC.

The primary objective of this study is to examine the effects of operating
temperature on the nature of normal zone growth in a HTSC coil tape. The tape
configuration of present interest is a YBCO superconductor sheathed by a layer of silver on
each side, as shown in Figure 1. The purpose of using a silver sheath is two-fold: first, it
strengthens the overall device structure; and second, it is a passive quench protector
(stabilizer) which shares excessive current when the superconductor becomes intrinsically
unstable. This latter aspect near liquid-nitrogen temperature has recently been studied by
Chyu and Oberly (1991) using a two-dimensional numerical model. These results have
demonstrated that a viable quench analysis must consider the details in composite geometry
with a proper current sharing model, rather than the conventional, volumetric-averaging
approach. Such a numerical methodology in conjunction with temperature varying
properties will be used for the present analysis.
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Figure 1. Tape Geometry

CRYOPHYSICAL PROPERTIES

The cryophysical properties for YBCO supconductos are strongly dependent on

temperature. Table 1 lists sample data at 20K, 40K and 80K based on several different
reports: density (Heremans et al., 1988), specific heat (Collocou et aL, 1987; Van

Miltenburg et al., 1987), thermal conductivity (Uher and Kaiser, 1987; Morelli tt al.,

1987) and normal electric resistivity (Collins, 1989). The values of physical properties

generally increase with temperature, except for thermal conductivity which possesses a
local maximum at about one-half Tc or near 40K. Nevertheless the value of this maximum
thermal conductivity varies with different measurements; Jenzowski et al (1987) have

reported a peak around 40K nearly doubled the value of that listed in Table 1. The
cryoproperties of silver are taken from several standard references: density and thermal

conductivity (Powell et al., 1966), specific heat (White, 1979) and electric resistivity

(Hultgren et al. 1963). In the present computation, properties for both YBCO and silver at

intermediate temperatures are evaluated based on linear interpolations between two adjacent
values listed in Table 1. The nominal variations of density due to volumetric thermal

expansion are neglected. This approach not only preserves the primary feature of
temperature dependency but also significantly reduces computing time and programming
complexity. Besides, a literature review reveals that complete properties correlations for
YBCO in the range of 20K - 80K remain non-existent.
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YBCO AG

20K 40K 80K 20K 40K 80K

yIkg/m3J x 10-3 6.37 6.37 6.37 10.5 10.5 10.5
C [JJkg-KJ 8.4 51.2 162 15.8 76.1 166.2
k [W/m-KJ 2.8 4-2 3.9 5100 1050 471
p [oinn-m] x 106  3.6 4.1 5.0 2-7 x 10-6 6.0 x 10-5 20x10-4

a [m2/s] x 106 52 12.9 3.78 30700 1310 270

Table 1 Cryphysical Pmperfies

NUMERICAL MODELLING AND CURRENT SHARING MODEL

t -emperature distribution in the tape including both the superconductor and

stabilizer is governed by the transient heat equation in two-dimensional form; ie.,

arK aar a _+ (1)

with initial and boundary conditions

T (x,y,O) = Tb

aT (O,y,t) lx = 0
(L,yt) lax = 0

aT (xO,) ay = 0
nT (x,D/2,t) ay = -(h/k) (T(x,Di2,t) - Tb)

Note that all properties are temperature dependent, which represents major nonlinearity to

the problem and thus requires numerical iteration in the spatial domain for a givcn time. The
representation of h, an effective thermal conductance, is either a convective heat transfer

coefficient for a face-cooled tape or the inverse of the total thermal resistance between the
tape located generally inside a multiple winding device and ambient coolant. Due to

symmetry, only one-half the tape is discretized in a 50 by 10 grid and solved by the finite-
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difference schnem ofPatakar (1980). The grid independenc as welg as,:omputioal
uinizzo is verified p 'rio the actal cakulation. To inifial a ucnmal zr, an energy

pulse is supplied to a smallreg c ne leftedgeofsuozxlucz i.e., O<x/D <1
and 0 <yiD < 0.175. A converged solution over a 200 ms duration with a 10 ms time-

incremen needs about 5-minute PL time of a M5Vax M work statin.

For problem closure, a cmnt sharing model is required to link fhe temperatur and
amount of curren flowing in both the sp c r and the stabilizer. As described

earler by Qhyu and Oberly (1991). this is done by assuming (1) the superconductor carries
ihe critical cument convb cnding to the local temperatu T, and (2) a linearly inverse

relation between Jc and T; i.e, for Tc < T < Tc over an , :tire cross-section of the

superconductor,

JCT/JC = (TCf -T) / (TCo-Tb) (2)

where TcO = 92K, JCO = 1.0 x 105 Aim 2 are assumed for the present case. Further

assmning that the excessive current banched out of the superconductor is uniformly

distributed over the stabilizer's cross section, thus the current density in the stabilizer can

be expressed by

Js=(lop - JscJc(T)dA)/As = Isc (Jop-Jc(T))dA/As (3)

Since the currents in both superconductor or stabilizer are driven by the same electrical field

strength C along the principal direction of current flow (see Fig.1, x-axis),

C = PsJs = PJc (4)

This equation then gives the resistivity of the superconductor in the current sharing state, P.

When temperature of the whole superconductor is lower than the citical

temperature corresponding to a given operating current density with a given field strength;

i.e, T - Tc(Jop), the conductor is perfectly superconducting and carries the entirety of the

operating current Iop. This implies no heat generation and P = 0 over the entire composite

domain. As a disturbance is sufficiently strong to create a normal zone primarily via

magnetic flux instability in the superconductor, both the magnitude of ohmic heating and

occurrence of current sharing depend on the overall current carrying capability in the
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st:condw. IfTc < T implying JcM) < Jop locally, but the operating curent remains

smaUer than the critical current (1op < Ic) over the whoe cross-sectional area, the

p c distrbuts cuant flowing complety through th conducing
pti wiout heagt gwiztio

When T > Tco over an enire cam section, thesenductr becomes fully

=mAl and the cwra distribution in the magna composite follows the general Kirchhoff
Law. Since the nowmal resistivity of YBCO is ebou three orders magnitude higher than

that of the siiver stabiliz=, most of the opeating curnt is carried by the stabS.

RESULTS AND DISCUSSION

Although other cases have been modeled, the sample results presented here consist

of three different initial (bath) temperatures; i.e. Tb = 20K, 40K and 80K, for an operating

current density equal to 90% of Jco The influence of operating current density on both
quench initiation and normal zone propagation reveals virtually the same characteristics as

those reported by Chyu and Oberly (1991) with temperature independent properties at 77K.
Three different levels of initial disturbance has been imposed, E = 3.5 mJ, 35 mJ and 350
mJ, which respectively corresponds to 1.0 x 108, 109 and 1010 JN 3 over the disturbed

region. Despite that, based on the theory with volumetric averaging properties (Wipf, 1978;
Wilson, 1983), any of these disturbances is sufficiently strong to induce an adiabatic MPZ
growth, two cases (Tb = 20K and 40K for E = 3.5 mJ), however, recover their full

superconductivity in less than 50 ms. For cases with 350 mJ (or 1010 J/m3) initial

disturbance, temperature spikes in the perturbed region are found to exceed the melting

temperature of YBCO, signifying permanent device damage. This overall implies that, for

the present tape configuration and operating-current level, rigorous normal zone

propagation can only take place when the triggering energy is on the order of 10 to 100 mJ.

Lower than this range, the tape is remarkably stable especially for low-temperature

operation; on the other hand, however, a strong t-mergy pulse can result in a nearly
spontaneous local melting inside the superconductor disregarding a large cooling-margin

imposed externally by convection. The relatively low thermal diffusivity in YBCO, though

increases nearly ten-fold from 80K to 20K, is responsible for this phenomenon.

Figures 2 to 6 present the results concerning the superconductor temperature and

resistive heating for the three different operating te.nperatures. All cases are subjected to the

same initial disturbance of 35 mJ and without transverse cooling (h = 0). The particular

1-7



1.51' 5.64- 49.25-

(a) 20K (b) 40K (c) 80K
1.0-1

0.8 .0 8

0.8

0.6 6 i'

0.4 4-

S0 2 0 " 00

200bo 2001
02200.2- "t,2O 2 o 5

0.0 4,4.0 0-
0 10 20 30 40 0 10 20 30 40 0 10 20 30 40

XID

Figure 2. Distribution of Temperature in YBCO, h = 0, E = 35 mJ

time-resolved temperature distribution shown in Figure 2 is that along the tape center-line
(y = 0); however, this is typical for the entire tape composite as the transverse temperature
variation is virtually negligible when external cooling is absent. To facilitate a sensible
comparison, the temperature is scaled to a dimensionless form, 0 = (T-Tb) / (Tco - Tb).

Note that, based on the present model for JoptJco = 0.9, the current sharing occurs only
when 0.1 < 0 < 1.0. For all cases, a sharp rise in temperature exists near the disturbed

region at the end of energy-pulse duration, t = 10 ms. Because of different cooling margin,

such a rise increases with the operating temperature; Le, 129K, 333K and 671K for Tb =
20K, 40K and 80K, respectively. During the next 50 to 100 ms, the high temperature
smears out and hot zone expands due to a combined effect of heat diffusion and excessive

ohmic heating in the superconductor. While the smearing phenomenon continues to prevail
for the other two cases, the temperature over the entire conductor for the case of Tb = 80K
rises again after 100 ms, signifying an eventual quench being underway. For Tb = 20K and
40K, ", is not conclusive if a complete quench will indeed occur based solely on the
temperature history during the first 200 ms period. To resolve this issue, it requires

additional information concerning energy balance, as delineated later.

Figures 3 to 5 display the results of volumetric heat generation in both

superconductor (SC, sub-figure a) and stabilizer (Ag, sub-figure b), which are distinctly

different among the three cases studied. One notable feature, for Tb = 80K, is the wave-
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Figure 3. Distribution of Heat Generation for Tb = 20K, h =0, E =35 mJ
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Figure 5. Distribution of Heat Generation for Tb = 80K, h = 0, E = 35 mJ
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alike heat generation near the front edge of a normal zone (Figure 5a), and each wave front
is preceded by a much higher ohmic heating in the silver stablizer. A similar finding has

been reported at 77K operating range by Chyu and Oberly (1991). Since heat generation in
the superconductor occurs in the region of current sharing ic., 0 1 <0< 1.0, as

previously mentioned, the tenmrature distribution shown in Figure 2c implies such a

condition only exists near the edge of propagating normal zone. Inside the normal zone,

virtually all the operating current is flowing through the stab1iu, accordingly, the ohmic
heating there becomes very substantial. As a sharp contrast, the value of 0 shown in

Figure 2a and 2b for the 20K and 40K operating tempatumes lies primarily in the range of
0.1 and 1, and heating in the superconductor is predominant, as disclosed in Figures 3 and

4. The envelope of a propagating normal zone is centered around the location of initial
disturbance. To a limited extent, the normal zone appears to propagate slower with a

decrease in operating temperature.

The important feature concerning the heat partition can also be depicted from Figure

6, which gives the time-evolved, component-resolved total heat generation for different
cases. It is interesting to note that ohmic heating in the silver sheath accounts for more than

90% of heat generation for a pulse-disturbed YBCO tape operated near 80K; a completely
opposite trend exists when it is operated at 20K. For the intermediate temperature at 40K,

while both heating components are comparable in the initial stage, the superconductor

heating will be overwhelming eventually. This overall preb,.. - , rtant insight toward

quench protection for HTSC low-temperature operation, where energy removal from the

superconductor and its sheath must be targeted accurately and effectively. From the

100 100

. 80K (Ag) - 80K (G-AG).

0 (-0K (0)

.. 4OK(YeCO) .-

" .. 40K (0)

.- 140K (Ag)K -0.

t0K (ms)0t(s)
1-1 0

CD .. .SOK(G-YBCO)*

20K (Ag) X; 0K (G9- AG) 4K( OO

.01.>. .

0 40 so 120 160 200 0 40 80 120 li6..0 20

t (ins) t (ins)

Figure 6. Total Heat Generation; Figure 7. Total Heat Generation and Cooling;
h =0, E =35mrJ h =50 W/m2 -K, E =35 nJ
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standpoint of energy balance, quench will eventually prevail if the total heat generation over

the entire conductor, which is the sum of heating from the superconductor and the
stabilizer, never ceases. Apparently the case of 80K is under a stage of thermal rm-away,

since the total amount of heat generation always increases with time. On the other hand, for

the 20K operation, the negative slope of G vs t implies that a complete recovery of
superconductivity is underway. As mentioned earlier, this information is somewhat
concealed if viewed from temperature distribution alone (Figure 2a). Although it is not very

obvious based on the plotted data, the actual sum of heat generation for the 40K case also
has an increasing trend as time progresses. This will lead to an eventual quench, but with a

much longer time than that of the 80K case.

Imposing a transverse cooling (h * 0) generally induces two primary effects: (1)

promotes stability, and (2) reduces normal zone propagation speed. These features have

been clearly observed in the present calculation. As shown in Figure 7, a nominal level of

cooling at h = 50 W/m2-K reverts the case of 40K from adiabatically unstable to fully
recovered superconductivity after about 140 ms. This is evidenced by the fact that the total

amount of heat removal (Q) induced by transverse cooling is always exceeding the overall

heat generation in the tape composite. Except for heat generation during the first 60 ms,
both magnitudes decrease with time as the tape is regaining a thermal equilibrium with the

liquid hydrogen bulk. For the 20K case, which is adiabatically stable as discussed earlier,

the present transverse cooling further stabilizes the tape without any sensible heating even

in the first 20 ms.

With the same cooling condition at h = 50 W/m2-K, the 80K case, however,

remains unstable according to the results shown in Figure 7. Although the amounts of heat

generation in both superconductor and stabilizer are reduced to about one-tenth of their
adiabatic counterparts, such a nominal level of cooling, after all, is insufficient to overcome

the resistive heating. In fact, the amount of energy generated in the silver sheath alone starts

to surpass that removed by cooling at approximately 100 ms. Accompanying with less

amount of energy involvement, the normal zone expands about 30% slower as compared to

the adiabatic case, 0.13 m/s vs. 0.18 m/s averaged over the entire 200 ms period. It is

worthy of mentioning that the feature of temperature spike at the end of pulse disturbance (t

= 10 ms, shown in Figure 2c) is virtually unaltered by the transverse cooling imposed. In

fact, with a cooling level at h = 100 W/m2-K, such a peak temperature is reduced by less

than 3% compared to the adiabatic case. Hence the possibility of local melting induced by a
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strong disturbance still exsts, and to enhance the external cooling solely may not be a

viable remedy.

CONCLUSIONS

The effects of operating temperature, ranging from 20K to 80K, on the normal zone

propagation induced by a pulse disturbance in a silver-sheathed, YBCO tape are examined

using a transient, two-dimensional, finite-difference computation. The present numerical

model which incorporates temperature-dependent cryophysical properties reveals detailed

information on the distributions of heat generation and removal over the entire tape.
Although actual phenomena may vary with different current carried and field strength, a
decrease in operating temperature generally promotes conductor stability with an additional

thermal margin. The present results show that the tape composite is remarkably stable in a

liquid hydrogen environment at 20K. However, all cases are susceptible to large

disturbances ( > 1010 W/m3), as local melting may occur due mainly to the low thermal

diffusivity of YBCO. For a 20K operation without transverse cooling, when a pulse

disturbance is sufficiently strong to induce a normal zone propagation, the propagation

velocity is extremely low (- 0.1 m/s) and the YBCO superconductor generates most of the

heat. If the tape operated at 80K, near the liquid nitrogen temperature, the normal zone

propagates about 50% faster with most of the heating generated in the silver stabilizer.

Imposing transverse cooling significantly promotes conductor stability and reduces normal

zone expansion. However, even with an enhanced cooling, the potential danger of local

melting due to temperature spike near the disturbed region remains unaltered. These

findings overall may lead to different design criteria for protection of superconductors

under different operating temperatures.
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ABSTRACT

Successful two-point velocity correlation measurements were made in the anisotropic

flow field of an axisymmetric sudden expansion. Both longitudinal and lateral spatial

correlations were measured. The integral length scales were estimated and compared

with those obtained from autocorrelation measurements in conjunction with Taylor's

hypothesis. The agreement between these two methods was poor and it is believed

that the spatial correlation measurements give more reliable results.

INTRODUCTION

Very few two-point velocity correlation measurements have been made using

laser Doppler velocimetry(LDV). This is primarily due to the difficulty in obtaining

suitable optical access when the laser probes are separated by large distances and the

requirement that two independent single component LDV systems must be available

to make general two point measurements. One LDV probe volume must be movable

relative to the other in a very precise fashion. In addition, collection of scattered light

from each probe volume must occur at all probe locations which can be difficult due

to space limitations, possible signal cross -talk and stray reflections from windows

and lens. Autocorrelation measurements using LDV, however, are numerous due to

the fact that a single component LDV system with time recording capability is all

that is required. Theoretical discussions of turbulent correlation functions(spatial and

auto) and their physical interpretation can be found in the texts by Batchelor (1953),
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Bradshaw (1971), Tennekes and Lumley (1972), Hinze (1975), and Townsend (1976)

to name a few.

Pfeifer (1986) has written a rather complete review paper on the topic of corre-

lation measurements using LDV and thus is a good general reference. Besides this

paper the author knows of only two other papers where spatial correlation measure-

ments using LDV are made. This is not to say that others do not exist. In the first,

lateral spatial correlation measurements at one point on the centerline of fully de-

veloped pipe flow (ReD = 11800 based on centerline velocity) using LDV were made

by Fraser et al. (1986). An elongated probe volume(A = 514.5/zm) was used so

that velocity measurements separated by as much as 9 mm in the radial direction

could be made. Two photo detectors oriented 900 from the forward scattering direc-

tion were used to collect the signals. The apertures of the two photo detectors were

mounted on a traversing mechanism and thus determined the separation distance of

the measurement points. Correlation, measurements at separation distances closer

than 1 mm were not possible with this system due to signal cross-talk problems. In

the second, Absil (1988) made lateral spatial correlation measurements using a single

LDV (A = 514.5pm) at three radial positions at a plane 125 diameters downstream

of a circular cylinder. The probe volume was 600 um in diameter and 31 mm in

length. The signals were detected using a setup similar to the one mentioned above.

Autocorrelation measurements were also made in this 3tudy.

EXPERIMENTAL APPARATUS

An axisymmetric sudden expansion flow geometry was produced by joining a

3.5 m long entry pipe having a 101.6 mm (4 in.) inside diameter to a 152.4 mm(6

in.) inside diameter clear acrylic test section. The step height for this geometry

was 25.4 mm(1 in.). The entry pipe and sudden expansion face were mounted on a

movable table and thus could be positioned at various axial locations in the rigidly

fixed test section as shown in Figure 1. This arrangement allowed for measurements at

various downstream positions within the sudden expansion flow field without having

to move the LDV probe volume location in the axial direction. The face of the sudden
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expansion is moved to place the probe volume at a new x/H location. High quality

optical access can be limited to a small window with this apparatus. A felt gasket

was used to seal the small gap between the sudden expansion face and the inside

diameter of the test section. A fully developed turbulent velocity profile was present

at the inlet to the sudden expansion. Air was provided by well regulated shop air

compressors and was monitored using a calibrated orifice plate located upstream of

a large settling chamber which precedes the entrance pipe. Flat quartz windows 50

mm x 152 mm x 3.2 mm(2 x 6 x .125 in) where mounted in flanges on both sides

of the 152.4 mm diameter test section such that the inner flat surfaces where flush

with the inside diameter of the test section.

Two TSI single component dual-beam LDV systems, both operating in backscat-

ter mode, where used in this study. Both systems were oriented to measure the axial

velocity component on the diameter of the test section as shown in Figure 2. The

stationary LDV system was adjusted.so that the probe volume was located on the

diameter of the test section(z = 0) and at the required axial, x, and radial, r, mea-

surement location. Once this position was found the LDV system was locked in place.

The 514.5pm laser line from a Model 2025 Spectra Physics argon ion laser was used

in this system. A Bragg cell shifted the frequency of one beam by 40 MHz causing

the fringei to move in the downstream direction. Fringe spacing and half-angle were

measured and found to be L.886 pm ±.006 and 7.838' ±.025, respectively. A second

LDV system(fiber optic head), mounted on a precision xyz positioning table with res-

olution of ±2.5pm in each axis, was located on the opposite side of the test section.

The 4881im laser line from a Model 165 Spectra Physics argon ion laser was used in

this system. A frequency shift of 40 MHz was used causing the fringes of this system

to move in the upstream direction. Fringe spacing and half-angle were measured and

found to be 1.728 pm ±.006 and 8.117'+ .025, respectively. Both LDV systems em-

ployed x 3.75 beam expansion optics and gave probe volumes approximately 60pm

in diameter and 450pm in length. A 20pm diameter pinhole mounted on a fixture

supported on a spare test section window was used to find the position where both
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laser beam probe volumes overlap. This fixture was used to ensure that both beams

overlapped before each testing sequence- Specially designed beam blocks were fab-

ricated to block reflections from the LDV focusing lens(they face one another) and

from test section windows. Narrow bandpass filters were placed in front of each pho-

tomultiplier tube to eliminate cross-taik between the two channels. Two TSI Model

1990 counter processors interfaced to a custom built coincidence timing unit were

used in the data collection and processing system. High and low pass filters were set

to 10 MHz and 50 MHz. respectively. for the stationary LDV system- and 20 MHz

and 100 MHz- respectively, for the fiber optic LDV system. Both processors were set

to make a single measurement per burst. count 16 fringes and use a 1 % comparator.

A hardware coincident window was set at 2011s for all of the tests. Datai two veiocities

and the running time for each realization) were transferred through two DMA ports

to a MicroVax minicomputer and later uploaded to a VAX 8650 for analysis.

The flow field was seeded using titanium dioxide (Ti0 2 ) particles generated by

reacting dry titanium tetrachloride (TiCL) with the moist shop air. Craig et al.

(1984) measured the particle sizes generated by this device and found that they were

fairly uniform and in the 0.2 - lim diameter range. Data validation rates varied

between 5000 and 500 per second on each counter processor and depended mainly on

how well the chemical reaction proceeded. This seemed to be very sensitive to shop

air temperature and relative humidity. Coincident data validation rates ranged from

1000 to 50 measurements per second. Velocity bias was not considered in this study.

EXPERIMENTAL PROCEDURE

All flow conditions were maintained at near constant values throughout the test-

ing procedure. The inlet centerline velocity, Lt j, was maintained at 18.0 m/s ± 0.1

m/s(59 ft/s ± 0.3 ft/s). Spatial correlation statistics and histograms were formed

by using 5000 individual realizations for each velocity channel at each measurement

point. Autocorrelations were formed by using 50000 individual realizations from the

stationary LDV system. In computing statistical parameters a two step process was

used to eliminate noise from the data. In the first step, a 5% threshold level was
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applied to the raw velocity data in an effort to estimate the standard deviation of the

valid data. ThL estimate was made by putting the raw velocity data in 100 equally

spaced bins bounded by the actual maximum and minimum Velocity found in the

raw data sample. Next. the bin with the maximum number of samples in it is ;-11ound.

Finaly, all bins having at least .5% of the number of samples found in the maximum7

bin are located. The width of the data which meets this threshold criteria is then used

to estimate the standard deviation of the 'good- data. Upper and lower cutoff limits

are set by adding and subtracting, respectively, 2.5 times the half-width of the data

which meets this .5% thresho!d. Applying this technique to a Gaussian distribution is

equivalent to setting cutoff limiLs which correspond to -4.1 standard deviations and

thus this first step is used only to remove spurious data- This method is a variation

of the method suggested by Meyers (1988) and is used to eliminate spurious data

which if not removed w-ould give an abnormally large value for the standard deviation

and thus wider cutoff limits. In the second step, the mean and standard deviation of

the remaining data(spurious data remved) are calculated. This data is then further

filtered to remove data which deviates more than 3 standard deviations from this

new mean. Finally, revised statistics are calculated once these additional outliers are

discarded. For a properly operating LDV system very few points are removed during

the first step(ty pically less than 10 out of 5000) and less than 1% of the data should

be discarded after both steps.

EXPERIMENTAL RESULTS

Two-point velocity correlation measurements were made at three locations in the

axisymmetric sudden expansion flow field as shown in Figure 3. The first two spatial

correlation measurements were made at an axial location of ten step heights(X/H =

10) downstream of the sudden expansion plane, one on the centerline of the flow(r/H

0) and the other at the same radial location as the step(r/H = 2). The third spatial

correlation measurement was made at an axial location of six step heights and at the

same radial location as the step(z/H = 6, r/H = 2). These are the locations where

the stationary LDV probe volume remains. Spatial correlations are obtained by po-
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sitioning the mo-able LDV probe volume(fiber optic system) at various separation

distances from the stationary probe volume. Longitudinal spatial correlations defined

by.
u(u(x+ Ax)

Rl,'r,O.O) = f(r) = R(--z) - e.z( z + Axz)

were made at the three locations in both the plus and minus Ax directions. Lateral

spatial correlations defined by.

R,(Or.O) = g(r) = R=(Ay) te2 yjze(y

+Ay)

were made at two of the locations(x/H = 6. r/H = 2 and x/H = 10. r1H = 2)

in both the plus and minus Ay(same as Ar) directions. Both directions (plus and

minus) were considered to determine the homogeneitV of the flow. It should be noted

that turbulent flows are three-dimensional and that these measurements give only

the one-dimensional correlation coefficient. In addition to these spatial correlation

measurements. autocorrelation measurements were also made at these three locations.

Before correlation measurements were made axial velocity measurements at three

axial planes(x/H = 1. 6, 10) were made using the fiber optic LDV system. This was

done in an effort to validate that the flow was symmetric and to ensure that the flow

was what was expected. Turbulence statistics were calculated using 5000 samples for

each measurement point and the filtering procedure described above. Figure 4 shows

the measurements of the mean axial velocity at these three planes while Figure 5

shows the axial standard deviation profiles. The inlet mean vrelocity profile was found

to be similar to that of a fully developed turbulent pipe profile. These figures indicate

that the spatial correlation measurements made at r/H = 2 were in regions of large

velocity gradient and high turbulence. The turbulence intensity (TI = /72/0)at

both these points was found to be approximately .50%. The turbulence intensity at

x/H = 10. r/H = 0 was found to be approximately 8%.

Figures 6 through 10 show the measured spatial correlation coefficients as a

function of separation distance at the three measurement points mentioned above.

Figures 6. 7 and 9 show the longitudinal spatial correlations while Figures 8 and 10
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show the lateral spatial correlations. Longtudinal spatial correlation measurements

were made with a minimum separation distance equal to 254 pim(0.010 in) and a

maximum separation distance equal to 101.6 mm(4.0 in). The same minimum sep-

aration distance was used for lateral spatial correlation measurements, but different

maximum separation distances, depending upon whether the direction was toward

the wall (where Ay.zz = 22.86 mm(0.9 in)) or toward the centerline (where Ay. =

-.50.8 mm(2.0 in)), were used. The spatial correlation data were fit with a "best fit"

curve having the form R(r) = Cexp(r/A) and are shown on each figure by a solid

line. The integral length sca'es defined as,

Af = fxldz or A2 = g(y)dy

give a measure of the longest connection. or correlation distance, between ,cities

at two points in the flow field. This is because for a given separation distance, r.

only eddies larger than r will contribute to the correlation function while eddies

smaller than r will not. If the data can be fitted with the simple exponential function

given above the integral of this function (which is the integral length scale) is simply

equal to the coefficient, A, in the exponential function. Values for the estimated

integral length scales are listed on Figures 6 through 10 and are summarized in Table

1. The integral length scales were found to vary between 25 and 30 mm in both

separation directions for the longitudinal spatial scale and were found to vary between

approximately 8 and 14 mm for the lateral spatial scale. These results indicate that

the flow appears reasonably homogeneous in the axial flow direction but is non-

homogeneous in the radial direction where the wall influences the flow field. Also,

the lateral integral length scales, A2, are approximately one-half the value of the

longitudinal integral length scales, A1 , indicating strong anisotropy. By definition all

correlation coefficients should equal one when the separation distance is zero. The

data presented here show that this is not the case. It is not clear at this time why the

correlation coefficients do not equal one at zero separation distance, but noise in the

data or probe volume length effects(i.e. LDV probe length larger than Kolmogoroff

scale) are suspected. Further data analysis may reveal this discrepancy. In addition,
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further data analysis is required to determine why there is a large degree of scatter

in these correlation measurements. There are many e.xplanations for why low values

of correlation coefficient might result(i.e. noise in the data giving large standard

deviations,.) which need to be investigated.

Dissipation(micro) length scales have not been determined yet, but could be

estimated by performing a Taylor series expansion on the correlation coefficient curve

near zero separation distance(see Hinze. 1975). The dissipation length scales. A1 and

A., which result from fitting a parabola to the appropriate correlation functions near

Ax or Ay = 0 are obtained from.

R(Ax) -_ 1 -- or R(Ay) A i 2

1! .7

These length scales give an estimate of the average dimension of the smallest eddies

in the flow which are responsible for viscous dissipation. An estimate of the turbulent

viscous dissipation rate can be made once these scales and the turbulence intensity

are known(see Hinze, 1975).

Discrete autocorrelation measurements were made using the slotting technique

described by Jones (1972) and Mayo, et al. (1974). The time lag axis was divided

into 1000 bins of equal width. Ar = 200ps, and the exact lag produces of all points

up to the maximum lag time, Armax = 0.2 s, were accumulated in appropriate bins.

The average of all the auto-products falling in each bin was assumed to be the value

of the discrete autocorrelation function, i.e.

RE(AT) = u'(t)u'(t + Ar)

u 2 (t)

at the midpoint of the bin. The data was filtered first using the previously described

method to eliminate noise before the autocorrelation was estimated. In addition, the

zero-lag autoproducts were not included in the first bin in order to minimize the ambi-

guity spectrum due to uncorrelated data(Gaster and Roberts, 1975, Srikantaiah and

Coleman, 1985). A Hamming window was applied to each autocorrelation function.

Figures 11 through 13 show the windowed autocorrelation functions calculated from
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the data measured at the three locations in the flow field. The Eulerian integi e, scale

can be estimated by finding the area under the autocorrelation curve as given by,

E = j REM(t)d

The Eulerian dissipation(micro) time scale can be estimated by applying a Taylor

series expansion to the autocorrelation function near t = 0. The equation for the

osculating parabola in the vertex of the RE(t) curve is,

t2

REMt - I -

TE

Here the Eulerian micro time scale, rE, is a measure of the most rapid changes

that occur in the fluctuations of u(t). Taylor's hypothesis, which is valid only if

the flow field has uniform mean velocity, U. and small turbulence intensity, gives

a relationship between temporal and spatial quantities(i.e. x = Ut). If Taylor's

hypothesis applies we get the relations: A1 = UTE and A1 = UrE. Note that only the

longitudinal length scales can be estimated with Taylor's hypothesis. Table 1 gives a

summary of the results obtained from this study. Comparisons of the integral length

scales obtained from autocorrelation measurements with those obtained directly from

spatial correlation measurements show that the autocorrelation method gives a length

scale 50 % too large at the low turbulence location and gives a length scale a factor

of two too small at the locations in the shear layer. Considering the limitations of

Taylor's hypothesis the spatial correlation length scale estimates are believed to be

more reliable. Numbers appearing in brackets in this table refer to length scales

obtained with negative separation distances. The turbulent kinetic energy(TKE) was

estimated by assuming that TKE ; V77 which is a reasonable approximation for

this flow field (see Gould, et al. 1990). The Kolmogoroff length scale, 7 = (v3/&)1/4,

was estimated by assuming that the turbulent viscous dissipation rate, S, equaled

three-fourths the production of TKE. The production of TKE was assumed to equal

uPOU/Or, where Bradshaw et al.'s model (i.e. u'v' , 0.35TKE) was used to estimate

the shear stress and data from Figure 4 was used to estimate the mean velocity

gradient.
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Table la. Autocorrelation Results.
Location x/H=10, r/H=0 x/H=10. r/H=2 x/H=6 r/H=2

U. (m/s) 15.69 6.81 7.99

r/ . (m/s) 1.35 3.64 3.93

TI 0.08 0.54 0.49

TKE. (m2 /s2 ) 1.82 13.26 15.42

7"E, (s) .0024 .0025 .0017

T E, (s) .00064 .00036 .00032

A1, (mm) 37.7 17.0 13.6

A1 . (mm) 10.0 2.5 2.6

q, (am) 200 45 40

Table lb. Spatial Correlation Results.

Location x/H=10, r/H=0 x/H=10. r/H=2 x/H=6. r/H=2

A1 , (mm) 27.7(28.8) 35.1(31.0) 28.7(23.4)

Af, (mm) .-,,

Ag, (mm) 11.9(14.8) 7.6(13.6)

A9, (mm)

Finally, power spectrum estimates were made by performing the discrete co-

sine transform(see Jones, 1972. Mayo, et al., 1974. Bell. 1983, Srikantaiah anci Cole-

man, 1985) on the windowed discrete autocorrelation functions given above. Figures

14 through 16 show these results and indicate that there is significant energy at fre-

quencies below 100 Hz. This result is consistent with the measured Eulerian integral

time scales (i.e. TE ,z_ 0.002) as expected.

CONCLUSIONS

Successful two-point velocity correlation measurements were made in the anisotropic

flow field of an ay.svmmetric sudden expansion. Both longitudinal and lateral spatial

correlations were measured. The integral length scaleb were estimated and compared

with those obtained from autocorrelation measurements in conjunction with Taylor's
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hypothesis. The agreement between these two methods was poor and it is believed

that the spatial correlation measurements give more reliable results. The spatial cor-

relations did not equal one at zero spatial separation distance and there was much

scatter in the spatial correlation data. Spurious noise is believed responsible for this

behavior. Further data analysis will be required to determine if this is the case. Once

this is performed estimates of the dissipation length scales and the turbulent dissi-

pation rate can be made. In addition. an estimate of the one-dimensional energy

spectrum as a function of wavenumber can be calculated by performing the Fourier

transform of the spatial correlation functinns. Future work should include a study

of the effects of probe volume length on the measured correlation coefficient. Photo

detectors could be placed 900 off-axis in order to decrease the effective probe volume

size such that the length is approximately equal to the diameter.
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Abstract

The effect of fields of several hundred to a few thousand volts per centimeter on

propane/air flames burning at atmospheric pressure have been determined by measurements of

the changes in the spatial distribution of the flames as revealed by emission spectra from such

flames, and the approximate potentials in the flames caused by the interaction of the flame

plasma and an applied field. It is shown that the effects are very pronounced in slightly rich

flames (air slightly lower than the stoichiometric ratio) and almost nonexistent in slightly lean

flames. Flames susceptible to deflection by the field coincide almost always to those which

exhibit emission from C2 (A 3Hg -> X 3Hu), but there are exceptions to this rule when flames

are seeded with alkali metals. The observations are suggestive of a mechanism involving

particular ionic or molecular species, rather than the more general "ionic wind" hypothesis.

Introduction

The effect of electric potentials on flames has been the subject of numerous experimental

and theoretical studies over many years, including a classic book on the subject published in

19691. Nevertheless, there does not seem to exist a satisfactory molecular-level understanding

of these phenomena 2. This is not surprising, given the complexity of a flame, which involves

interactions between stable reactant and product species, neutral and charged, ground-state and

excited reactive intermediates and electrons, all undergoing collisions in a turbulent medium

with substantial thermal gradients and fields generated by the flame itself. Such an

understanding might, however, be of great practical significance because of these interactions

have been reported to change the temperature of flames3, to modify their heat transfer4, to

stabilize flames at low pressures and low fuel/air ratios5 and in the absence of gravity 6, to

extinguish flames under certain conditions 7, and to alter the yield of soot8 . It is especially

important to note that the electrical energy input required for many of these effects is only a

very small fraction of the flame power. Thus, a small electric field perturbation, designed on the
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basis of understanding of the detailed mechanism, could lead to extremely important practical

consequences.

Ions in Flames

It goes without saying that electric fields will interact substantially only with the

charged species in a flame. This was the reason that electric field effects were proof that ionic

species existed in flames. The main source of ionization in hydrocarbon flames is believed to be

the chemi-ionization reactions 9:

CH+O->CHO+ +e

CH* + C2H2 --> C3H3+ + e,

while the dominant positive ion, H3O+, is presumably the product of a fast ion-molecule

reaction (such as):

CHO+ + H20 -> CO + H3O+

Ion destruction is due primarily to the fast dissociative recombination of electrons with

molecular ions; for example:

H3O+ + e -> H20 + H

The complexity of both positive and negative ion flame chemistry is suggested by the

observation by Green and Sugden10 of 83 positive ion peaks in the mass spe..tyum of an

H2/O2/N2 + 1% C2H2 flame, and Feugier and Van Tiggelen's detection of 12 negative ions in a

stoichiometric neopentane-oxygen/N 2 flame.

Emission from Hydrocarbon Flames

The emission observable visually from most hydrocarbon flames is due principally to

the excited radicals C2 ("Swan bands", A 3rig -> X 3Fiu) and CH (A 2A -> X 2rI). A weaker

CH emission is the so-called "3900 Angstrom System", due to a 2E - 2F1 transition. In addition

to these systems, the transition (A 2+ -_> X 2Fl) of 01- is often a strong emission in the

ultraviolet, and can be observed with an appropriate spectroscopic system. Examples of these

emissions can be shown from cur own work.

Figure 1 displays a portion of the Swan bands emitted by a slightly "rich" propane/air

flame. The portion displayed in the figure includes the (0-0) band head at 516.52 rum and the (1-

1) band head at 512.93 nm.
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Figure 1
Portion of C2 "Swan Band"
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This emission is the principal reason why such a flame exhibits a green reaction zone. Another

strong feature of hydrocarbon flames is the CH emission displayed in Figure 2. Here, the Q (0,0)

band head occurs at 431.50 nm, and the narrow, line-like feature at 432.4 nm is the Q(2,2) band.

Further to the red is found the spread-out rotational structure of P(0,0) band, whose origin is at

438.4 nm. It would appear particularly promising that one could obtain useful information

Figure 2
Portion of CH Emission
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about the flame temperature from this band, since rotational structure is so easily resolved (and

even better resolution is easily achieved by recording the second-order monochromator

reflection). But, because these species are produced in processes which result in non-Boltzmann

distributions, and they do not achieve temperature equilibrium with the gases of the flame

before they emit, they are not generally useful for determinations of flame temperature. Since

the nascent populations are partially relaxed by the many collisions which occur before emission

in a flame at atmospheric pressure, one canno, directly obtain information about the excitation

processes in this way, either. For these reasons, we do not make any serious attempt to

deconvolute the spectra of excited diatomic radicals. Significant differences in population

distributions were noticed, however, and there may later be useful information obtainable from

such an approach.

A portion of the "3900 Angstrom System" of CH is displayed in Figure 3. The portion

shown includes the (1,1) band head at 402.53 nm and includes partially resolved rotational

structure which is degraded to the red.

Figure 3
CH "3900 Angstrom System"
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Figure 4 displays the complicated, 2rl-2. OH emission bands from a propane/air flame.

Each band has four heads, with only the first, second, and fourth usually observable. In the
present spectrum, none of the features is dearly distinguishable. The (0,0) (R2) head occurs at

the left of the spectrum shown, at 306.36 nm. The R1 head is next to it, at 306.72 ram, and the Q2

and Q, heads are 307.8 and 308.9 rm, respectively. It is dear that this band can be useful for

determination of internal energy distributions only when high-resolution spectrometry allows

the separation of the rotational bands.

Fiure 4
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Experimental

The spectra shown above were obtained using a modified burner of a type designed for

atomic absorption spectroscopy by the Perkin-Elmer Corporation. This type of burner is

intended to premix air with hydrocarbon fuel in the burner throat. Because atomic absorption

requires injection of the material It is possible to aspirate a solution (originally the analyte) into

the air flow stream. In our case, solutions of alkali metal salts, such as cesium or potassium

hydroxide were sometimes so injected into the flame. In experiments in which no such metals

were desired, pure deionized water replaced the alkali metal solution, so as to eliminate the

seed ions without modifying the fuel/air ratio or the flow characteristics of the burner. The slot-

type original burner head was replaced with a stainless steel burner w , fuel/air holes drilled

in a pattern approximately 2.5 cm across.
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A microscreen was installed below the effusion holes, so as to help mix the reagents

without precluding the injection of metallic salts as a porous plug would have done. In

addition, a second (and sometimes third) layer of stainless steel microscreen was placed on top

of the burner head. These greatly improved the flame stability and eliminated the spatial

variations which the holes tended to impose on the flame structure. With two screens atop the

burner, the unperturbed flame was nearly conical in shape, very similar to the constant-velocity

profile nozzle flame illustrated in Flame Structure by Fristom and Westenberg1 1. The burner was

mounted on a specially-made X-Z translation stage so as to simplify'the study of spatial

differences by spectroscopy or potential measurements.

The spectrum of the flame or of seed atoms was obtained by focusing the emission with

a lens onto the entrance slit of a Spex model 1870,0.5 m monochromator. The optical system

was arranged so that magnification of approximately 3x was obtained, allowing spatial

resolution of somewhat better than 1 mm 2. A variable aperture (0.2 - 3 cm) was used to

improve the spectral resolution of intense emissions, yet allow increased sensitivity (at the

expense (f some resolution) for weak features. The monochromator slit was continuously

adjustable, and values from 10-100 g. were used at various times in this work. Spectra were

recorded with a Tracor Northern Corp., TN 6134, 1024-channel photodiode array and associated

TN 6500 electronics. All of the spectra displayed in this report were obtained by integrating

emission intensities over a temporal window of 1.0 - 30.0 seconds, depending on the intensity of

the band and the monochromator inlet slit setting. It was also possible with this system to

record intensities integrated over a molecular band, so as to gain a measure of the relative

concentration of a given excited species. Since the electronic system used did not include an

output devices such as a printer or plotter, emission spectra of interest were permanently

recorded (in a quaint TN format) on floppy disks, which were subsequently processed so as to

be input to other programs which could produce acceptable graphical results. QuattroPro 3.0

and Sigmaplot 4.1 produced the graphs shown in this report.

Two different geometries were used for imposing the electrical field which perturbed

the flame. At first, we used flat copper sheet electrodes mounted transversely, 2.0 cm apart and

0.2 cm above the burner head. One of these electrodes and the burner head itself were

grounded, and the perturbing potential was applied to the second electrode. The electrodes

were oriented parallel to the optical path, so that emission could be detected anywhere between

the plates. The second geometry employed a stainless-steel cylindrical ring electrode, 2.5 cm in

diameter located in an axially-symmetric position 2.0 cm above the burner head. The burner

head was again grounded in this arrangement, and potentials up to 3000 volts were applied to

the active electrode. Current between ground and the active electrode were measured with a

conventional microammeter.
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Electrical potentials in the flame were made using a tungsten rod mounted on a fixed

stand, so that the flame could be moved through the X-Z plane with respect to the rod, in

exactly the same way and with the same precision as is the case with the spatially-resolved

spectroscopic measurements. The rod potential was measured through a Tektronix HV probe,

model P6015 (3 pF, 100 MQ) with a Tektronix oscilloscope. There was no convenient means to

record these data electronically, so the results reported later in this report are the result of

manual logging of the potentials and the associated approximate variations.

Attempts to Obtain Temperatures from Seeded Flames

One of the first measurements we attempted was to repeat and improve the observation

that an electric field can significantly change the temperature of a hydrocarbon/air flame3.

Since the emission spectra of atoms seeded into flames had been used for this purpose by others,

it was expected that this would be a straightforward, preliminary measurement. However,

several constraints complicate the application of this method 12. First, the flame temperature

must be high enough to populate the levels whose emission will be monitored. Propane/air

flames at atmospheric pressure typically achieve just over 1900 Celsius maximum, and thus

limit the usable upper levels to below 3 eV, if areas at temperatures below the maximum are to

be surveyed. The emission must occur in an experimentally accessible region; because of the

characteristics of our detector system, this meant approximately 300-910 nm. Measurement of

the absolute intensity of a single spectral feature can, theoretically, yield the temperature of the

system, but this requires careful absolute calibration of the optical system sensitivity, as well as

knowledge of the number density of emitters and the active path length, and is applied to

systems as complicated as a flame only with difficulty. For these reasons, the relativ intensities

of emissions which originate in atomic states separated by a few kT in energy provides a more

reliable method.

While it is preferable to have several emission intensities so as to ensure that

eq.iilibrium is being achieved, as few as two lines can be used in this so-called "radiance ratio

method". One needs the transition probabilities for the measured transitions, and errors in the

ratios of the transition probabilities propagate into large errors in absolute temperature, so the

method is usually applied only with atoms whose transition probabilities are well-known from

theory and/or experimental measurements (for temperature differences this factor is not so

important). Iron has been used for measurements of this type1 3,14, and we considered it for the

present experiments. However, the spectral resolution required (.035 nm) for measurement of

the iron line intensities was far beyond that possible with a 0.5 m monochromator.
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Cesium has reportedly been used for temperature measurements of hydrocarbon/air

flamesI5 and plasmasI6 . While we observed a number of Cs transitions (See Table I), none of

them proved useful for our purpose. The intense, resonance lines at 852.11 and 894.35 nm,

which had been reported by Hollander and Broida16 as being useful for measurements of flame

temperature, were found by us to be seriously radiation-trapped, even at quite low

concentrations. Perhaps some additional study using these lines could be undertaken, but linear

relationships between number density and emission intensity must occur below the lowest

number densities we tested, which was the result of injecting solutions in the 10-5 M CsOH

range.
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Table I

Cesium line emissions observed in propane/air flames

Transition (nm) gn Amn 17  En (eV) Comments

6s 2S1 / 2- 6p 2P1 / 2  894.3 2 3.51 x 10-1 1.38 Strong resonance line

6s 2S1/ 2- 6p 2P 3/ 2  852.1 4 7.22 x 10-1 1.45 Radiation-trapped

6s 2S1 / 2- 7p 2P1 / 2  459.3 2 2.53 x 10-3  2.70

6s 2S1 / 2- 7p 2P3/ 2  455.5 1.48 x 10-2 2.72

6p 2P1 / 2-8s 2S1 2  760.8 2 1.86 x 10- 2 3.01 K: 766.4, 769.8 nm

6p 2P1 / 2- 8s 2P1 / 2  794.3 2 1.86 x 10-2 3.01 Rb interference-794.7

6p 2P3 / 2- 6d 2D5/ 2  917.2 6 3.35 x 10-1 2.80

6p 2P3 /2-6d 2 D3/ 2  920.8 4 4.14 x 10-2 2.80

6p 2P1 / 2- 6d 2D3/ 2  876.1 4 3.21 x 10-1 2.80

6p 2P3 / 2- 7d 2D5/ 2  697.3 6 9.51 x 10-2 3.23

6p 2P1 / 2- 7d 2D3/ 2  672.3 4 9.63 x 10-2  3.23

5d 2D3 / 2- 7f 2F5/ 2  682.4 6 3.20 x 10-2 3.61

5d 2D5 / 2- 7f 2F7/ 2  687.0 8 3.35 x 10-2 3.61

5d 2D3 / 2- 7f 2F5 / 2  722.8 4 5.55 x 10-2  3.61

5d 2D5 / 2- 6f 2F5 / 2  727.9 6 5.86 x 10-2 3.51 Possible Rb interfere

5d 2D5 / 2- 6f 2F5 / 2  727.9 8 5.86 x 10-2 3.51 Rb:780.0, 794.7 nm
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Field-Induced Changes in the Spatial Distribution of Flame Emission

The change in the appearance of a susceptible flame as a modest field is applied is

dramatic and remarkable. While many experiments were performed with a field applied

transverse to the flow of reagents, the largest, most consistent and reproducible resul t were

obtained with the axial electrode described above. Results for only that geometry are reported

here. Surveys of the spatial variation of several of the excited radicals accessible to us were

recorded as functions of electric field, fuel/air ratio, and total flow rate. The results illustrated

below were chosen because the conditions produced a particularly dramatic effect. In this case,

a potential of 2000 volts was applied to the axially-symmetical electrode 2.0 cm above the burner

top, producing a mean field of 1000 volts/cm. The propane/air ratio was 1:12.8 by volume, so

that this flame was "rich"; that is, there was more fuel in the premixture than would be required
by the 1:5 propane/C 2 stoichiometry of the reaction:

C3H8 (g) + 5 O2(g) = 3 C0 2 (g) + 4 H20 (g)

(although the effective ratio in the experiment might also include some participation by

environmental air). This flame was quite green, due to the C2 Swan band emission.

Figure 5
Change in Flame Due to Applied Field
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Figure 5 shows the result of measuring the integrated intensity of the C2* emission near

510 nm, as the flame was moved vertically, with a horizontal position such that light was

collected from the center of the flame. As may be seen, the electric field effectively diminishes

the height of the reaction zone by nearly half. The intensity of the emission in the field-

perturbed flame also appears to increase, but this could be partially due to the fact that the

effective optical path is increased when the flame height is decreased. While it is believed that

the sensitivity of the detection system was the same in both cases, quantitative treatment of the

spatially-integrated intensity would require consideration of the source path length.

An applied field affects flames at any other fuel/air ratio less than it does at this one.

As the mixture becomes even more rich, the temperature (presumably) decreases, ?'nd hence

fewer ions and electrons are produced. For this reason, it is not surprising that the influence of

electric fields decreases when the air flow is decreased. However, since the maximum

temperature of hydrocarbon flames is always found near the stoichiometric ratio, it might be

expected that, if an "ion-wind" (a nonspecific ion-induced mixing) mechanism were most

important, that such flames would be more susceptible to deflection by the field, and such is

not found to be the case. At the stoichiometric ratio, the flame height and morphology are little
changed by the field. (Such a flame exhibits less C2* emission and more CH* emission, as

described above.) One can also burn propane/air mixtures well beyond the stoichiometric ratio,
toward the "lean", or excess-oxidant side. At approximately the ratio at which C2* emission

becomes instrumentally undetectable, the influence of the electric field also disappears.

Measurements of Potentials Within the Flame

Electrical measurements of the flame were also undertaken, using equipment as

described earlier. These potential and current measurements were undertaken primarily for

qualitative rather than quantitative purposes, because the quantitative characterization of the

electrical properties of a flame generally require more sophisticated methods than those

available for this project18. We used the current through the flame only as a very approximate

measure of the amount of ionization, and the changes in potential distribution only as an

indication of changes in the distribution of ionized species in the flame. Despite the high-

impedance probe used to make the measurements, there is no doubt that the tungsten wire

perturbed the flame, both electrically and chemically, since such a hot metal surface can catalyze

certain chemical reactions which might not occur in a purely gas-phase system. In some very

rich flames, solid graphite (presumably) had a tendency to collect on the probe when it was

inside the reaction zone, whereas soot was not produced in noticable amounts, even when the

fuel/air ratio was so rich as to constitute a diffusion flame.
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Figure 6, below, shows the apparent potential within a flame simlar to the oe whose

large susceptibility to distortio by an electic field was illustrated in the previous figure. For

this measurement, the upper electrode potential was +2000V, and the current was 100 pA- The

green flame very shotened, and exhibited a visible highequency spaial fluctuation. The

probe was positioned in the center of the flaie, so that its tip visited the center of the reactn

zone.
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We believe that the large potential gradient at the bottom of the flame may be important, as this

characteristic seemed to be common in susceptible flames. Although we are not showing the

potential distribution data in this report, when the sign of the applied potential is reversed, the

flame is completely unaffected by the field. In fact, the reversed-potential arrangement

produces no measurable effect even when the applied field is 1500 V/cm. The apparent

potential distribution is dramatically different, with all of the potential drop occuring within one

or two millimeters of the electrode. Therefore, the entire reaction zone in such a case is within

an equipotential, and it is not surprising that no deflection occurs.
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The rate of fuel flow in Figure 7 was the same as in gure 6, but the airflow rate was

increased beyond the stoidiometric ratio, where the current is maximum, so as to produce a

lean" flame with the same current as was the case for the -rich- flame. We presume that these

two flames had roughly the same number of charge carriers and, if the "ionic wind" were the

principle cause of the deflection, neglecting the fact that the total flow was larger, a similar

magnitude of the deflection could be expected. However, this flame exhibited only a small

amount of fluttering at the top of the reaction cone, and no significant shortening. Notice that

the potential gradient across the bottom of the flame is much smaller than it was in a susceptible

flame

2000 ,

Figure 7

Potential in a Refractory Flame

3500

0-
3

A i_

500

0
0.0 0.5 1.0 1.5 2.0

Height above burner (cm)

Continuing in the same series, we next produced a lean flame with the same total flow

rate as that which produced Figure 6, and with the same 100 t.A current as was measured for

that flame. Since the air flow is a large fraction of the total, these conditions were very near

what one would obtain by, while maintaining the air flow as produced Figure 6, reducing the

fuel flow until the current again fell to 100 IA. Naturally, this flame was much smaller (a total

height of about 5 mm), even before the electric field was turned on, than was the original flame.

The resulting potential distribution, shown in Figure 8, cannot be explained within the simple

3-13



assumptions of an ohmic theory. Clearly, something unusual is likely to be required to

rationalize the maximum in the apparent potential. This flame also exhibited some periodic

fluctuations in the audible range of frequencies (although no sound was audible) in the

potential near the top of the flame. Phenomena like this have been previously studied in so-

called "singing flames", although the mechanism has not been elucidated1 9. This experiment

proves that the differences between the susceptible flame in Figure 6 and the refractory one in

Figure 7 is not just because the flow rates are different, since the flame in Figure 8 was not

measurably deflected by the field.
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Of course, seeding a flame with an alkali metal can very sharply change the potential

distributions by providing a source of facile ionization, and therefore producing both ions and

electrons in the flame. We have not found in the literature (although such measurements may

exist), evidence that the effect of seeding may be qualitatively different in rich as compared to

lean flames. Figures 9 and 10 address this point. Figure 9 displays the potential distribution in a

refractory, lean flame seeded with KOH solution, while Figure 10 shows the distribution in a

similar system, with the same air flow rate, but with the fuel flow increased so as to produce the

same, 180 gA, current. It is interesting to note that this flame is not perturbed by the field, even

though the apparent potential distribution indicates as large a potential gradient at the burner as

was found for other, susceptible flames. This tends to indicate that a specific kinds of ion(s)

responsible for altering the reaction kinetics, and that K+ does not do so.
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Conclusions

These studies have shown that there is a large difference in the susceptibility of

propane/air flames to deflection or distortion by electric fields, depending on the ratio of fuel to

air in the premixed reagents. While slightly "rich" flames are highly susceptible to such

perturbation, slightly 'lean" flames with similar concentrations of charged species are slightly

affected, if at all. The influence of modest fields on susceptible flames can be very large. Our

spectroscopic surveys of such flames indicate that the height of the reaction zone can be caused

to decrease by approximately half, by a field of less than 1 KV/cm. Our results suggest that

some chemical species which exist in rich flames, and which may be associated with the

production of excited C2 radicals, are necessary for high flame sensitivity to electric fields.

Crude measurements of the apparent potentials within susceptible and refractory flames show

that susceptible flames tend to have a large potential gradient at the bottom of the flame, (the

gradient likely extends across the reaction zone). However somewhat lean flames which are not

sensitive can be made so by seeding with potassium salts. Since this sensitivity is not

accompanied by C2 emission, we believe that it is more likely a result of a change in potential

gradients than a gross change in flame chemistry.
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This report contains a brief summary of the work done to investigate the operational characteristics of a
burner that was designed to "specifically reproduce recirculation patterns and LBO processes that occur
in a real gas turbine combustor." The burner, refered to as the Pratt & Whitney Task 150 Combustor, uses
a swirling fuel injector from an actual Pratt & Whitney turbojet engine installed in a sudden expansion
combustor that closely simulates the geometry of a combustor from an actual jet engine. The Task 150
configuration has been configured so that the geometry around the injector is nearly axi-symmetric, but
the combustor incorporates quartz windows so that optical (laser based) instruments can be used to make
measurements in the flame. The Task 150 configuration uses a swirling injector similar to those used in
the Task 200 combustor, and the inlet diffuser sections and inconel chimney of the Pratt & Whitney Task
100 burner. This unique configuration allows complex diagnostic measurements to be measured in a
simpler geometry than the Task 200 combustor, but embodies most of the features of an actual jet engine

combustor in an axi-symmetric configuration that is easier to mathematically model.
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The primary effort during this summers AFOSR sponsored research program for faculty and graduate

students was to assemble the hardware, and investigate the basic operational behavior of the burner. It

was found that the flame would exhibit very different operating characteristics over the operating

stoichiometric range. The flame would be attached to the burner or lifted from the burner as the fuel

equivalence ratio was changed. Film images and video tape of the various operating modes as a function

of fuel equivalence ratio were obtained.

Measurements of the fuel equivalence ratio at lean blow out as a function of air flow rate were also

obtained. At high air flow rates, the flame would blow out for both injectors tested from a well lifted flame

that was being stabilized on a downstream recirculation zone. At low air flow rates, the low swirl Injector

would still blow out from the flame stabilized on the down stream recirculation zone. However, at low air

flow rates, the flame on the high swirl nozzle would remain attached to the center core of the fuel injector

right up to lean blow out. As a consequence, the fuel equivalence ratios (based on total fuel and total air

flow) where lean blow out occurred with the high swirl nozzle were very much lower (ca 0.3) than that

observed for the low swirl injector or the high swirl nozzle at high air flow rates (ca 0.5).

The pressure drop across the low swirl and high swirl Injectors were determined as a function of total air

flow rate through the combustor. In a separate investigation, the partitioning of the flows through the

dome jets, the insert jets, the primary air swirler and the secondary air swirler was determined. The effect

of fuel flow on the pressure drop across the injectors and its effect on the flow partitioning was also

investigated by introducing C02 into the fuel passage at varying flow rates. How the air flows partition

between the various flow passages in an Injector is expected to have a major impact on how well that

injector operates.

Measurements of wall pressures and wall temperatures were made in an attempt to better understand the

locations of the various flame zones in the combustor. These measurements have indicated that the

location of the recirculation zones moves very little as operating condition is changed. They also indicated

a second recirculation zone in the dome region that is caused by the dome cooling jets.

I. INTRODUCTION

This report presents a brief summary of results of an initial investigation to determine the flame

characteristics when swirling fuel injectors from actual Pratt-Whitney jet engines are installed in a burner

with a sudden expansion (Pratt and Whitney Task 150 Combustor). This work provides a bridge between

the work where the combustion characteristics of confined, coannular fuel and air jets are discharged into

a sudden expansion (Pratt and Whitney Task 100 Combustor), and the Task 200 combustor where four

swirling fuel injectors from actual Pratt-Whitney jet engines are installed in a a rectangular combustion

chamber that simulates a segment of a real jet engine combustor. The advantage of the Pratt and Whitney

Task 150 Combustor is that it allows the actual combustion characteristics of a real injector to be
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investigated in a simpler geometry where various diagnostic measurements (primarily laser based optical

measurements) can be more easily made. The Task 100 and 150 combust3r configurations have been

specifically developed to study the phenomenon of lean blowout (LBO) in modem annular aircraft gas

turbine combustors. The combustor has been carefully designed (Sturgess, et al. 1990) to "specifically

reproduce recirculation patterns and LEO processes that occur in a real gas turbine combustor."

The Task 100 combustor consists of coaxial jets with a 29 mm diameter central fuel jet surrounded by a

40 nm diameter annular air jet. The jets are located in the center of a 150 mm diameter duct. A sudden

expansion, rearward facing bluff body, with a step height of 55 mm, is located at the exit plane of the

coaxial jets. The combustor test section incorporates flat quartz windows to accommodate laser and other

optical access, but uses a metal shell with metal comer fillets to reduce the vorticity concentration and

eliminate its effect of the bulk flowfield in the combustor. This box-section combustor with comer fillets

allows reasonable optical access, while providing a cross section that approximates a two-dimensional

axisymmetric cross section. The bluff body provides a recirculation region that can stabilize the flame.

The Task 150 combustor configuration utilizes the basic Task 100 hardware, but replaces the confined,

coannular jets with an insert and an actual swirling fuel injector from a Pratt and Whitney jet engine. A

schematic drawing of the Task 150 Combustor is shown In Figure 1. A drawing that shows the installation

of the fuel injector In greater detail is presented In Figure 2. Two different fuel Injectors were used for this

study, a high swirl injector, and a low swirl injector. The high swirl injector is refered to by representatives

of Pratt and Whitney as a "bill of materials injector" used in production engines. The low swirl injector was

reported to match the characteristics of the injectors supplied by Pratt and Whitney for use in the Task 200

combustor.

The objective of the project was to determine the combustion and flow characteristics of the Task 150

burner over a range of operating conditions. Specifically, the study was to characterize the broad

operating characteristics of the Task 150 burner with both high and low swirl injectors. The initial

characterization included the following experimental work: flow meter calibration, checkout experiments,

flame characterization experiments which were recorded on film and video tape, lean blow out

measurements, determination of the flow partitioning between the injector passages as a function of air

flow rate, and measurements of wall differential pressure and wall temperature measurements.

The results of this study relate to a flame blowout modeling study being conducted by other investigators

from Pratt and Whitney (Sturgess, et al. 1990). A secondary purpose of this study has been to collect data

that could be used in validating a computer code that predicts the flame phenomena and blowout limits

(Sturgess, et al. 1990).
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The page constraints of this report prevent a detailed summary and discussion of all of the experimental

results obtained. Consequently, only example results are presented. A more complete compilation of the

data has been prepared in the form of an appendix which has been supplied to the Air Force sponsor at

Wright Patterson Air Force Base.

I1. RESULTS

Calibration of Flow Meters

The main instruments used in these test series were four flow meters. These four included one for the air

(6000 slpm air capacity), another for the nitrogen (1000 slpm air capacity), and two (300 and 45 slprn air

capacity) for the fuel. The largest reference standard available was a laminar flow cell with approximately a

300 slpm limitation. This arrangement worked satisfactorily for the fuel meters, and showed the nitrogen

meter to be linear up to the flow cell's limit. However, the air meter, not being designed to run at this low of

flow rate, showed serious but predictable inaccuracies. Careful calibration against the laminar flow cell at

low flow rates and against the linear nitrogen flow meter at higher air flow rates allowed the air flow meter to

be calibrated over the flow rate range of interest. Figure 3 presents the final calibration of the air flow meter

used in this study.

The calibrations of the fuel flowmeters were found to be very close to linear, and to match the factory

calibrations very closely. The calibration equations obtained for the two fuel meters used are shown

below.

0 to 300 slpm air (0 to 108 slpm propane) meter:

Y (actual flow) = 0.99158 + 0.988'X (indicated flow); R2 = 1.000

0 to 45 slpm air (0 to 16.2 slpm propane) meter:

Y (actual flow) = - 0.018719 + 0.938*X (indicated flow); R2 = 0.999

Flame Characterization

One of the traits of the Task 150 burner is the wide variety of flame structures that are observed. Each

flame shape indicates a different mode of operation, which differ from one another in the location of the

flame fronts, or by some structure such as thickness or intensity. These different structures might arise

from changes in the flow fields, mixing patterns, or fuel equivalence ratio. The differences and similarities

of the flame structures for both nozzles together with the Task 100 configuration may provide significant
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insights to the combustion processes. Characterization simply defines the modes and the differences

that differentiate the structures.

The shape of the flame, at the minimum, provides qualitative information on the mixing process and

location of flame fronts. Such information can yield precious insights into what i.rocesses are present.

Flames fronts exist because fuel and oxidizer have been transported to a point where combustion can be

supported. The location of these fronts relative to the outlet orifices of fuel and air are of obvious interest.

Flame structure is also important in the macroscopic effects it can have. In the high swirl burner near lean

blow out, for example, the flame is very small, with much of the air bypassing the actual combustion region.

This small flame structure supported much lower fuel equivalence ratios than the comparable low swirl

injector, which had a much larger flame structure to maintain. These structures not only have an effect in
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laboratory experiments but also affect the real-life operation of a turbojet engine. Understanding of the

causes and effects of flame structures may be of significant help to the injector designer.

The fuel equivalence ratios where the transitions from one flame structure to another were determined as

a function of air flow rate. The flames for both injectors were attached to the outside of the insert air jets

when the burner was operated very fuel rich. The flame would then lift, reattach, and lift again as the fuel

equivalence ratio was progressively reduced depending on the injector (high swirl versus low swirl) and

the air flow rate. During the reattachment phase, the flame would take on many of the charc ,,teristlcs of a

tornado. Consequently, the terminology of funnel cloud, tornado, and debris cloud were adopted to

describe some of the observed flame structure.

The flame characterization of the Task 150 combustor was in large part carded out by visual observations.

Still film photographs were taken of the different structures. These Images were digitized and

manipulated using various computer programs Into the isochromatlc contour plots found in Figures 4 and

5 for the low swirl and high swirl Injectors respectively. As can be seen, the flame for both nozzles look

alike at very fuel rich conditions. The flame Is attached to the insert jets, in a manner similar to the Task 100

burner at rich conditions. Unlike the Task 100, these flames are very short, presumably because the

oxygen in the air was being depleted much faster due to the swirling motion mixing the gases. As the

amount of fuel was reduced, the flames lifted and stabilized on some downstream recirculation zone that

appeared to be associated with the injector. The primary combustion zone lengthened as relatively more

oxygen entered the chamber. At this point the two nozzles diverged in flame characteristics. The low swirl

nozzle would abruptly switch to an attached cone flame. Although this cone seemed similar in appearance

to the high swirl flame near lean blow out, it was much different. The attached cone was much more

vigorous, and produced a howling roar, giving no indication of being near blow out. As fuel was further

reduced, the attached cone would once ag.,,n lifted would stabilize on a downstream recirculation zone

associated with the injector. At this point, however, a flame structure could still be perceived, as illustrated

in Figure 4. As the fuel equivalence ratio continued to drop, the cone dissipated and became a

shapeless, separated flame that appeared to be stabilized on the larger recirculation zone associated with

the chamber itself. It is believed in this structure, that the nozzle no longer exerted an influence on the

flame, and the flame was being stabilized on conditions sustained by the chamber itself. With the lean

lifted flame structures, flames with the low swirl nozzle once again took on the appearance of flames seen

in the the Task 100 combustor.

With the high swirl nozzle, after the rich lifted condition, the swirling air began to stabilize a flame in the

center of the combustor, with a result that behaved much like a tornado. As seen in Figure 5, a funnel

cloud formed within the the rich lifted flame and gradually descended as the fuel flow was decreased.

Eventually, the funnel appeared to disappear into the inside of the primary swirler passage in the injector.
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A flame in the shape of a Wtte bowl, which looked much Ike the debris cloud of a tomado, attached to the

nozzle, formed on the outside of the tornado cloud. This detail was lost in the process of converting from

stil photograph to Figure 5. Continued reduction of the fuel flow resulted in the growth in size and

intensity of this cloud tyhile simultaneously decreasing the funnel cloud. The disappearance of the funnel

cloud marked a transition to a fully developed flame that was strongly attached to the center of the injector.

At low air flow rates, this strongly attached flame would weaken until the lean blow out limit was reached. At

high air flow rates, the flame would once again lift, attach to down stream recirculation zones, and

eventually blow out from the separated flame structure, much as did the Task 100 Combustor, and the LS

Task 150 Combustor.

One of the major factors in flame structure was fuel equivalence ratio. At a given air flow, the fuel would be

reduced until a tran-ition was judged to have ueen rea-hed These observations were not easily made.

With the low swirl nozzle, most transitions between modes vwere quite abrupt, but the flame would oscillate

from one mode to another (without obvious cause) over a narrow range of fuel equivalence ratios. In

these cases, the practice was to wait until a complete (no jumping between modes) transition was

reached. With the high swirl nozzle, however, the behavior was quite different. Instead of abrupt

changes, the flame flowed smoothly from one mode to another. While eliminating the problem of flicker,

these smooth transitior,. also left no sharp break point in flame behavior. Easily recognizable events,

such as when the tornado appeared to touch the nozzle, were chosen to differentiate operating modes.

Even still, events such as the onset of the funnel cloud were in large part a matter of judgment. With these

understandings, Figures 6 and 7 quantify the different fuel equivalence ratio regimes in which the various

modes operate.

Lean Blow Out Exoeriments

Lean blow out tests were conducted at various times during the course of the summer research effort.

These measurements were conducted with the high swirl and low swirl nozzles, but were conducted with

the 10 inch extension, and the 45% exhaust orifice plate installed. A more systematic set of

measurements was made as part of the tests to measure wall pressure and temperature with various

operatng configurations, and over a range of both air and nitrogen flow rates. While making these tests,

the burner was operated near LBO while the wall pressure and temperature measurements were made.

Once this data had been collected, the burner would be further leaned until lean blow out was achieved

and recorded. Frequently, the burner would be relighted, and the lean blow out measurement repeated.

It is beyond the scope of this document to report all of the lean blow out data taken during the course of

the summer research program. The additional data is available on request. An example set of

representative blow out data is contained in Figure 8 for both the low swirl and high swirl nozzles. For

reasons not yet fully understood, the fuel equivalence ratios at lean blow out for air flow rates below about
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400 slpm depart from the expected value of about 0.5. As Figure 8 shows, the 0 at LBO for the low swirl

fuel injector increases significantly as air flow rate is reduced below about 400 slpm (70 F). Conversely,
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Figure 8 - Example Set of Lean Blow Out Data for Task 150 Combl
(10 inch Extension, 45% Orifice)

the 0 at LBO for the high swirl fuel injector decreases markedly as air flow rate is reduced below about 800

slpm (70 F).

Time has not permitted a complete evaluation of this lean blow out data, but a few observations have been

made. At high air flow rates, the flame just prior to blow out for both in,: actors tested was a well lifted flame

that was being stabilized on a downstream recirculation zone. At low air flow rates, the low swirl injector

would still blow out from the flame stabilized on the down stream recirculation zone. However, at low air

flow rates (less than ca 600 slpm), the flame with the high swirl nozzle would remain attached to the center

core of the fuel injector right up to lean blow out. As a consequence, the fuel equivalence ratios (based

on total fuel and total air flow) where lean blow out occurred with the high swirl nozzle were very much

lower (ca 0.3) than that observed for the low swirl injector or the high swirl nozzle at high air flow rates

(ca 0.5).

It was evident from observations of the flame associated with the high swirl burner at the lower air flow

rates, that the volume of the flame zone was very small compared to the volume of the combustion
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chamber, and that some of the combustion air was bypassing the combustion zone. Thus analysis of the

flame in terms of a "loading parameter" must be done very carefully.

It is suspected that the flame zone is still behaving like a well stirred reactor, but that the local stoichiometry

is not well represented by the overall fuel equivalence ratio, the total air mass flow, and the total volume of

the reactor. It Is difficult to understand how a flame can be sustained at a fuel equivalence ratio well below

the lean flammability limit (f = 0.5). It is suspected that the f at lean blow out would be much closer to 0.5 if

the volume of the flame zone could be accurately estimated, and if some estimate of the actual mass of air

and fuel entering the flame zone could be made.

Flow Splits

Measurements of pressure drop across the various flow passages in the fuel injectors installed in the Pratt

& Whitney Task 150 combustor were used to estimate the partitioning of the flows between the primary

swirler passage, the secondary swirl passage, the insert jets, and the dome jets. The various passages

were plugged in sequence so that the flow rate through a single passage could be correlated with the

pressure drop across the dome of the combustor.

Each set of air flow, pressure drop data was curve correlated using a quadratic least squares function. It

was assumed that the flow correlations for the insert and dome jets would be the same for both the HS

nozzle and the LS nozzle sets. In making the measurements through the Insert and dome jets, the flow

through the combined Insert and dome jets was correlated with pressure, and the separate flow through

the insert jets was correlated with pressure. The separate flow through the dome jets was then obtained

by subtracting the insert flow correlation from the combined correlation. The separate equations for each

of the four passages for both the HS and LS injectors were then used to determine the flow rate as a

function of pressure drop for each of the passages, and the sum was used to determine the correlation

between the total air flow rate and the pressure drop across the injector. With the total air flow determined,

the percentage of flow through each injector passage was determined as a function of air flow rate.

Figures 9 and 10 summarize the percentage of flows through the primary swirler passage, the secondary

swirler passage, and the combined insert and dome jets for the high and low swirl nozzles respectively.

The higher pressure drop through the HS primary flow passage and the attendant lower flow rate is

apparent.

A question on the effect of fuel injection on the pressure drop across the fuel injector, and its effect on

the partitioning of the flow between the various passages was raised near the end of this summers faculty

and graduate student research program. There was insufficient time to fully explore this effect.

Nevertheless, a brief investigation into this effect was undertaken. C02 was introduced into the fuel

onfice of both the HS and LS injectors. The insert and dome jets were completely blocked, since it was

felt that fuel injection could not have any effect there. The flows in the primary swirler or the secondary
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swirler were successively blocked so that the change in pressure across the injector could be monitored

as a function of C02 flow rate through the fuel orifice. Four separate conditions were used, two with the

HS nozzle, and two with the LS nozzle. The air flow rate required to achieve a given pressure drop (LS,

1.67 and 4.35 in. H20; and HS, 4.35 and 10.15 in H20) was set and held constant while the C02 flow rate

was changed. The pressure change (referenced to the set pressure drop) as a function of C02 flow rate

for the four cases is summarized in Figures 11 and 12. It can be seen that the introduction of C02 (fuel)

has a very significant effect on the pressure drop across the passage, and by implication, on the flow rate

through the passage for a given pressure drop. The effect is much more pronounced for the primary

swirler passage that the secondary swirler passage. The effect can be either positive or negative

depending on the injector (HS or LS) and air flow rate. That is, it can impede the flow causing an Increase

in the pressure drop, or it can act like an ejector causing a reduced pressure and consequent higher flow

rate. Examination of the figures shows that the effect may be quite nonlinear and can vary from positive to

negative back to positive depending on condition. It is evident the the addition of fuel will have a

significant effect on the way that the flows split as they pass through the various passages of the injector.

Further work in this area is warranted.

It should be noted that the percentage flow splits are thought to be quite accurate over the range of flow

rates and delta pressure measured. This work needs to be extended to higher flow rates and higher delta

pressures. Some of the actual combustion experiments conducted used air flow rates as high as 2500

slpm. This gave a delta pressure across the dome of the burner of about 4 psi. There were also some

discrepancies when the total air flow rate as determined by the summation of the separate equations was

compared to that measured directly with all passages open. There were some leaks in the facility that were

identified at a later time that might have been affecting the results. Also, the flow through the very small

gap between the injector and the dome insert may have been affecting the results. The introduction of

C02 to simulate the effect of fuel injection was found, as was discussed above, to be significant and very

nonlinear. It is recommended that additional work be undertaken to further investigate the flow

partitioning through the various passages over a wider range of flow and pressure conditions, and with

additional study of the effect of fuel addition on the flow splits.

Wall Pressure and Wall Temperature Measurements

Wall temperature and pressure measurements were taken with thermocouples ana pressure taps located

in wall plates at selected axial locations. Measurements were made at or near the lean flammability limit and

for selected cases near the maximum heat release. Test configurations included combinations of the HS

and LS nozzles, 0 in and 10 in chamber extensions, and 0%, 45%, and 62% exhaust orifice. Much of the

data were collected without any supplemental nitrogen being added to the combustion air stream. There

were some sets where a low levels (ca. 10%) and high levels (ca. 20%) of N2 were added to the
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combustion air. In as much as time was limiting the latter test phases, A sparse test matrix was employed,

i.e. only three levels of air flow, and zero or a high level of nitrogen were added to the combustion air.

With the burner exit open to the atmosphere, it was expected that the gage pressure at the wall would be

indicative of the large-scale recirculation zone flow patterns. At points where the flow had a significant

radial velocity, the pressure would change according to the stagnation pressure. In other regions, the

pressure would be dominated by Bernoulli's equation--the higher the velocity, the lower the pressure.

The most obvious result of the information collected was the Invariability of the flow structure. This

consistency can be see in Figure 13, which shows all the data points taken. There were three zones in

evidence. The first recirculation zone, occurring in the first 50 mm, was dominated by the dome jets. The

second zone, located between 50 and 200 mm, consisted of a lower recirculation zone caused by the

flow in the primary combustion volume. The last zone was the combustion products flowing through the

chamber. A few data sets also showed evidence of another recirculatlon zone near the exit, set up by the

orifice blockage plate. This structure remained Invariant for a wide range of test conditions. The main

effect of the extension and orifice plate was to shift the curve up or down (Figure 13). The air flow

changed only the magnitudes of the pressures , but did not appreciably change the location of the zones.

The principle nozzle effect was on the strength of the first (dome) zone, with the high swirl nozzle creating

a stronger flow due to the change in the flow splits.

Figure 14 contains an example plot of the Metal Temperature Factor (MTF) as a function of location. In

general, the MTF data show a peak value at about the 200 mm location. However, the variation in location

of the peak MTF does range from about 120 mm to about 250 mm depending on the flame structure

which is being affected by the hardware configuration, air flow rate, and nitrogen flow rate. The location of

the peak MTF probably represents a stagnation point associated with the major recirculation zone.

11. RECOMMENDATIONS:

Suggestions for Follow-on Research.

There have been considerable insights into the operational charactenkstics gained form this summers

faculty and graduate student research program. There is much that yet needs to be done before a full

understanding of the burner is achieved. There are several Investigations that might be suggested to

further these insights. Additional work needs to be done on the flow partitioning in the low and high swirl

nozzles. The flow and pressure drop ranges need to be carried to higher values. Additional lean blow out

measurements also need to be done, particularily at higher flow ranges. Work needs to be done to

quantify the volume of a flame that is attached to the center of the burner and the amount of air and fuel

that is actually entering the flame zone. This data is necessary inorder to better determine the actual fuel

equivalence ratio in the 'well mixed" flame zone. Laser sheet lighted images (either MIE scattering from a
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seeded flow, or LIF images of OH or NO) would be very useful to provide mappings of the flow fields. This

information is essential in order to better understand where the flame fronts are located, and the

characteristics of the eddies and other turbulent structures. Local gas temperature data and mixture

fraction measurements would be very useful information for comparison to model predictions and similiar

data from either the Task 100 or Task 200 Combustors. The temperature data could be obtained using a

CARS diagnostic system. G~s r,,ixture fraction is a more difficult diagnostic, but there may be other

diagnostics that could be used to measure the concentration of a seed gas (e.g. C02) such as

degenerate four wave mixing. This area needs further Investigation. The air flow rates to the primary and

secondary swirlers were thought to have a major impact on the operation of the combustor. Much needed

data on this characteristic could be obtained If the facility were modified so that the air flow rates to the

various injector passages could be independently controlled.

Aplication for a Mini Research Initiation Grant.

An application for a mini research grant will be prepared as a nsult of the summer fellow research program.

The proposed project would include the measurements on the Task 150 provided to BYU and Installed

under a research initiation grant during this past year. Th$'s burner is Identical to the one tested in this

summer at the Aero Propulsion and Power Laboratory, V1rinht Patterson AFB during this fellowship

project. The burner Incorporates the high swirl injector s,.,pplled by Pratt and Whitney Aircraft Cot East

Hanford, Connecticut. The proposed study will include, additional measurements of lean blow out,

additional flame characterization measurments using filin photographs and video Images, CARS gas

temperaturemeasurements, and sheet lighted film photogr .,phs from MIE scattering from a seeded flow.

The Aero Propulsion and Power Laboratory, Wright Patteron AFB has companion programs, the Task

100 burner program, and the Task 200 burner program. Tht Task 100 burner was the burner Investigated

during the previous (1990) summer program. The Task 200 burner Incorporates four swirling burners in a

linear array. The proposed project would bridge the Task 100 and Task 200 programs and would provide

much needed data that can not be obtained in any other bumur. The proposed BYU project would fill a

need to investigate the swirling burner in a single burner configuration. In addition, to basic combustion

measurements, a future program at BYU could begin to investigate the formation of NOx pollutants at the

higher fuel equivalence ratios associated with higher performance gas turbines.
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SUMMARY

Presented in this report is a portion of the work performed by the author as a Visiting

Summer Faculty in the Lubrication Branch at Wright Patterson Air Force Base.

Two major tasks both dealing with the subject of elastohydrodynamic lubrication (EHL)

of bearings were undertaken. First, a critical assessment of published research In EHL. was

made with particular attention to those sponsored by the United States Air Force. To this erd, a

number of important key subjects were Investigated and critical problem areas were identified.

This report provides a brief discussion of the effort.

The second portion of the work dealt with developing a computer program which can

accurately calculate the pressure distribution and film thickness in concentrated contacts.

Particular attention was given to the execution time and the efficiency of the algorithm as it is

well known that EHL calculations are very delicate and time-consuming.

Due to the page limitation impos .d on this report (maximum: 20 pages), the derivation

of equations and the working of the program Is not discussed herein. This program Is to be used

as a research tool. It is anticipated that it will be expanded upon In an applied research which is

to be proposed as follow-up work.

5-2



INTRODUCTION

h he archives of published research in tr logy contain large volumes of work devoted to

the subject of elastohydrodynanic lubrication (EHLI. Extensive vwk in EHL began in the late

10o60s whereas, in contrast, research in the field of hydrodynamic lubrication (HL) was well

underay at t it time.

Active research in, EHL began v hen it was realized that the theories of hydrodynamic

L.brication failed to provide a realistic assessment of the fluio film thickness in concentrated

c'ntacts. For such applications Dowson & Higginson [11 showed quantitatively that the film

thickness, as predicted by ope-dimensional HL theory. was much less than what would be

required to maintain separation between solids. In fact, the film thickness was found to be even

smaller thzn tha surface roughness. Thus a refinement to the classical HL theory, was f'und to

be essential for concentra ed contact problems.

initial'y, attempts were made by relaxing the basic assumptions in the HL theory, one by

one. These included the consideration of thermal effects, side-kiakage, non-Newtonian aspects

of the lubricating fluid and pressure-dependent lubricant properties.

The relaxation of thermal . fects and side-leakage both yielded a still lower film

thickness than the isothermal solutions in one-dimension and therefore had an adverse effect on

the film thickness predictions. The consideration of non-Newtonian and pressure-dependent

vis.w;ty effects were somewhat more promising in the sense that they were thought to have the

right characteristics in order to account for an enhancement in the lubricating film thickness.

To account for non-Newtonian characteristics, one must start by redefining an

appropriate stress-strain rplationship for the fluid that may, in fact, deviate from the linearly

viscous Jewtonian equation. It was thought that time-dependence, or transient effects, as

characterize- by visco-e:asticity effects in lubricant could be recponsible for altering the film

thickness. The so-cqiled Maxwell fluid model was a first candidate for the non-Newtonian fluid

model. Various other early attempts were made to look into the problem, but no noticeable
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improvement in the film thickness was found. In particular, Burton's results for a rolling

contact [21 yielded a reduction in the load-carrying capacity, and hence a lower film thickness.

Property variation due to high pressures developed in cr-centrated contacts also

required careful consideration. Both the density and viscosity (particularly the latter)

increase remarkably with pressure. But even the inclusion of such variations in hydrodynamic

theories did not yield film thickness values much highe: isan the surface roughness. Therefore,

it was concluded that the hydrodynamic lubrication theory, by itself, fails to fully describe the

lubrication characteristics of concentrated contacts.

The key element which gave birth to the elastohydrodynamic theory is the elastic

deformation of the solids. This was precisely the missing link needed to augment with the fluid

mechanics of lubrication in order to make realistic predictions of the film thickness as well as

many of the other bearing performance parameters.

Since the discovery of the EHL regime, significant progress has been made toward the

understanding of the lubrication characteristics of both line and elliptical contact problems.

However, film thickness remains as the key parameter to which successful operation of

bearings depend upon.

While the mechanics of deformation are now well understood, interestingly enough the

hydrodynamic components of the problem, particularly those of thermal effects and the non-

Newtonian behavior of lubricant, require further research.

The purpose of this report is to prrvide insight to the research that has been conducted

and published in the form of reports and papers particularly those which were sponsored by the

United States Air Force. The report will also address some of f' important p,'oblem areas that

warrant future investigation.

THERMAL EFFECTS

The results of a major effort on EHL Lubrication was reported by Mechanical Technology

Incorporated in j970 13]. , ne report contains an impressive volume of technical information
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including an extensive reference list. Some of the work described in that report and

publications that resulted from it are extensively used in sophisticated analysis packages even

today.

Perhaps the most important portion of the work by the MTI group is the modeling of

thermal effects. There are several tacit assumptions and restrictions on their formulation

which one should keep in mind before utilizing the results.

The thermal analysis is based upon the Grubin-type formulation for the film thickness

in a line-contact configuration. The Grubin formulation does not solve the elasticity and the

Reynolds equation for the entire contact region. Rather, it determines the pressure generated in

the inlet region which would be required to separate the bounding surfaces within the Hertzian

contact zone. Therefore, it is assumed that a significant amount of pressure is generated in the

inlet region and that the deformation of the solids in the contact region is identical to the dry

case, as given by Hertz's classical solution.

Grubin arrived at the following film thickness equation for the line-contact problem (cf.

ref. (11)

H = 1.95(GU)° 13W- "' (1)

where

H = h/R (dimensionless film thickness)

1 1 I
R R, 12 (effective radius)

G=aE

E 2L E, (effective modulus of elasticity)

W=

ER (dimensionless load)
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Grubin's analysis is, of course, restricted to the assumption that the lubricant remains

isothermal throughout the film. According to Cheng [31, when the surface speed of the rolling

element, made of steel, exceeds 250 in/s (- 1 m/s), thermal effects become significant. The

reduction in film thickness at high speeds has been observed experimentally by researchers at

Battelle Memorial Institute in a major contract work sponsored by the United States Air Force.

Cheng made a significant contribution to the EHL theory by solving the energy equation

with the Grubin-type film thickness analysis formulation [4]. However, in addition to this

approximation, the compressibility of the lubricant was neglected. Consideration of

compressibility is known to lead to a reduction in the magnitude of the pressure spike.

Cheng introduced a new parameter called, Qm, as the most influential factor in thermal

analysis. This parameter essentially relates the heat generation in the lubricant to the heat

conduction across the film. It is given as defined below

Q. 0 (U + U2)2

2KfT0

where go and To are the viscosity and temperature under the ambient conditions and Kf is the

fluid thermal conductivity. The validity of representing the entire heat generation by a single

parameter must be examined. This parameter, Q., contains three other parameters used for

categorizing the lubricant properties: go, To, and Kf. It also includes the effect of surface

velocities. (It would seem that the factor 2 in the denominator should have been replaced by 4,

however, that would merely scale the Qm factor). A 'heat generation parameter" as such

naturally arises when one non-dimensionalizos the energy equation and examines the dominant

parameters. In a recent stuo;' which dealt witn hydrodynamic journal bearings, this procedure

led to the derivation of a similar factor which we called temperature-rise parameter, K. It was

5-6



shown that x has most of the pertinent bearing parameters needed for prediction of the

maximum surface temperature [5].

Cheng [4] performed extensive simulations for two types of oils. Polyphenyl ether and a

super refined mineral oil. In order to make a comparison with isothermal results, he used

Dowson-Higginson's film thickness equation for line-contact as a benchmark. This equation is

given below

Hj,,,, = 1.6G' U_7 W -1 3 . (2)

(It is to be noted that this equation actually gives the minimum film thickness).

Cheng proceeded by defining a so-called "thermal reduction factor, (PT parameter as

H
V7r -: H <I<l

Ho&,.d

where H is Cheng's results which account for thermal effects.

The parameter Qm lacks an important property which is known to play an important role

in thermal effects. This has to do with the relative difference between the surface velocity of

the solids or the so-called slip ratio parameter, S = It probably would have been
U)2*

appropriate to consider the product of S by Qm as the thermal generation factor. However,

Cheng chose to examine this parameter separately through extensive simulations for the range

of S = 0. - 0.4. Later in reference [3], the results were curve-fitted and presented In the form

of a so-called thermal reductioi factor given below:

r=f(1Ols) 1+ f 3-7Z
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where f, and f3 are functions of Om. a* - a 2 10 and 0s = -P. The values for these functions are
2 To

given in Table XIII in reference [3]. The parameter E is the dimensionless Hertzian pressure

defined as

-= I . for line contact
E 7riER]

and

P = 3 P for elliptical contact (with R = R.).E 2 7rabE

It should be noted that when applying the theory to elliptical contacts one must keep in mind that

the theory was developed for one-dimensional line-contact and therefore a side leakage factor q_

must be introduced so that

H.,. = (Hv,),ou, , 9)T T'L (4)

There are many other forms of thermal reduction factors. For example in a more recent

article [61 Cheng presents Figure 1 for evaluating the thermal reduction factor. Still another

form of 4p is given below [7]:

1- 132(P-)Lo42
V = 1+0.213(1 + 2.23S '3 )?.,'M  (5)

(U2- U1)
where S - slide to roll ratio = (Ul + U2)/2
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L= __
U

_ u= U 1+ U2
K1  2

3F
P. = 23b F = normal load.

=2rab'

Gupta [8] compares the experimental results of Wilson [91 to those predicted using equation

(5) and reports good agreement between the two. This form of IPT is very efficient for

implementation on the computer. Furthermore, it appears to be well suited for use under high

rolling speeds, nowever, further investigation is needed to verify its appropriateness for high

slide-to-roll ratios.

Gupta [81 uses equation (5) for elliptical contacts although the original development was

based on line contacts. His argument is that the contact ellipticity ratio has little influence on

Surprisingly, little comparison between independent film thickness measurements and

theoretical predictions have been reported in the literature. Coy and Zaretsky [10] expressed

their concern on this matter particularly for high speed bearings. They conducted their own

experimental measurements and compared their results with the film thickness predicted by

formulas due to Grubin, Hamrock & Dowson, along with Cheng's results with inlet shear heating.

Reproduced from [10] in Figure 2, experimental film thickness values are shown as a function

of the "contact lubrication flow parametei, GU*. It appears that the theoretical results deviate

from experimental measurements for higher speed cases and that Cheng's results offer a slight

improvement to those predicted by Hamrock & Dowson [11]. The experimental results exhibit

a much stronger non-linear trend with speed than do the theoretical simulations. Not mentioned

in the paper, or in discussions that followed it, is the non-Newtonian aspect of the problem

neglect " in theoretical formulation. The stress-strain relationship for most non-Newtonian

fluids exhibit a deviation from linearity. This could be, in part, responsible for the "flattening"

behavior of the experimental results for high speeds.
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At this point, a number of important remarks can be made. First, the film thickness

equations derived by Hamrock & Dowson, and the Grubin's formula, are all based on regression

analyses which includes distinct limitations on load, speed and material properties. More

importantly, they are derived based upon the assumption of Newtonian fluid. Second, Cheng's

[4] thermal reduction factor has several limitations: (a) it is based on the line-contact

solution with Grubin-type formulation, and (b) It is restricted to a certain upper limit on the

slip-ratio. Given that the non-Newtonian characteristic of fluids can play a crucial role in

EHL, a consistent analysis is needed to describe the film thickness and thermal reduction

factor from the first principles. The analysis must Include lubricant and surface property

variation with temperature. Third, the flattening of the film thickness at high speed deserves

attention from the point of view of "stabilization of operationa. That Is to say, since the film

thickness does not vary much with speed, a smoother behavior is expected. Thus physically,

when the speed increases, the EHL pressure distribution approaches to that of a hydrodynamic

bearing, as if the load gets distributed over a larger area. This may be considered to be a

beneficial affect. Lastly, it will be re-emphasized that at high operating speeds the behavior of

bearings may be dominated by hydrodynamic effects, hence, signifying the Importance of the

rheology of the lubricant. Experimental results for film thickness and traction attest to this

fact.

NON-NEWTONIAN FLUIDS

There is an abundance of non-Newtonian fluid models in the literature. For EHL

applications, however, it appears that an appropriate rheological model is one which

characterizes the lubricant by a limiting shear stress, to. Initially the shear stress increases

linearly with strain at a given slope. However after a certain point, further increase in

deformation of the fluid does not appreciably influence the shear stress. This Is generally

referred to as the limiting shear stress.
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While the classical Reynolds equation is appropriate for the linear region of the stress-

strain curve, it must be rederived for the second portion of the curve where it begins to exhibit

a non-linear variation.

There is evidence to support the hypothesis that for certain values of the limiting shear

stress (4-6 MPa), the film thickness may be considerably less than what the Newtonian fluid

model would predict [12]. The values of the limiting shear stress for the viscoelastic fluid of

type II considered by Gupta [81 appears to be within this critical range.

For military applications that use MIL-L-7808 Gupta [8, 13] and Forster et al. [14]

considered two variations of viscoelastic-type fluid. The constitutive equations are shown below

for completeness. In dimensionless form, following Gupta's notation [8]:

dy D (6)

where

S = UsGb and D=.UU.
hUT0  Gb

The functional form of f(T), which is of primary interest to us, is classified as type I and II:

Typel: f(i) = sinh(f) (based on Johnson & Tevaarwerk [15])

Type!!: f(t) = tanh-t(t) (based on Bair & Winer [16]).

These two very similar models essentially curve-fit experimental data. The series expansion of

these two functions show why they are similar:

sinh() + -IV+ I ..
3! 5! (7)
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tanh-'(f) = t -!t' + !2

3 15 (8)

The denominator of terms in equation (7) grow much more rapidly than their counterpart in

(8). Therefore, the higher order terms in type I became negligible much faster than that of

type I1. Both of these models under limiting cases approach the classical Maxwell's equation for

a viscoelastic fluid:

G d u (9)

In Gupta's 18] notation:

h G, dy a -

h Ur, Up

or

0 D (10)

i.e.,

f(i)=1.

The key behind the understanding the relevance and applicability of these viscoelastic

models is the relative comparison between the relaxation time of the fluid and the time it takes

for the fluid to go through the contact. This stems from the fact that, in general, most liquids

when put under very rapid stress exhibit elastic behavior, more like an elastic body. Of course,

viscous properties are still present and therefore the fluid is said to be viscoelastic.

In EHL applications since shear rates are very large and the time spent by the fluid in

the contact Is short, the viscoelasticity becomes an important consideration. A dimensionless
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parameter known as the Deborah number defined as the ratio of the relaxation time to the

characteristic process time is a measure of the importance of viscoelasticity. The higher the

Deborah number the more important is the viscoelasticity effect.

Before bringing this section to an end, it will be pointed out that Cheng et al. also

considered the non-Newtonian behavior of fluids with a formulation similar to the equations

shown above [171. They introduced a new constitutive equation for the lubricant written below.

In Gupta's [81 notation

% (11)

where

=strain rate -

The analysis presented in [171 compared favorably with various experimental measurements.

It is surprising, however, that no attempt was made by the author to come up with a thermal

reduction factor based on this work.

STARVATION EFFECTS

Another factor that could play a significant role in the determination of the film

thickness is that of starvation effects. The Importance of such considerations in theoretical

studies could be crucial as one may see by examining Figure 2 As is evident, the theoretical

predictions of Chiu which include starvation effects, show a reasonable trend for the variation

of film thickness as a function of the flow parameter. In these experiments, the flow rates were

very small (2-3 drops/min), and starvation is very likely.

Hamrock [18] treated the problem as a new inlet boundary condition and developed

appropriate expressions for lubricant film thickness under the starved conditions. This he did

by revising his computer program for elliptical contacts. He let the distance from the inlet edge
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to the center of the Hertzian contact be denoted by iii. b. Starting from the fully flooded case,a'

Hamrock gradually reduced iff and monitored the variation of HmIn. The values of N" at which

Hmin shows a reduction (when compared to the finely flooded case) is called the starved inlet

condition, labeled m.

Regression analyses performed by Hamrock led to the following results for the hard EHL

problems. For the central film thickness

(12)

where

m*= 1 + 31 -

For the minimum film thickness

where

m* = 1+ 3.34[(&) H .

To implement, one would evaluate m" from (12) or (13) and compare to imf. If m" < iff, then

fully flooded results must be modified by the factors given above.

The fully flooded central film thickness was corrected in this fashion by McCool 119] in

a contract work for the United States Air Force.

Although the validity of Hamrock & Dowson's fully flooded film thickness equations have

been verified by Kaye & Winer [20], to the best of the author's knowledge, the starvation

correction factors derived in [18] have not been experimentally investigated. Nevertheless,
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extensive measurements by Wedeven [21] compared to his own theoretical correction factor

yielded good agreement. Interestingly, Wedeven's formula is very similar to that of Hamrock

[18). Therefore, Hamrock's starvation correction factor can be considered to be accurate, as

far as the central and minimum film thickness calculations are concerned.

There are, of course, other theoretical models available for Implementation of starvation

effects. One such model is described in the SKF Bearing Design Manual [221 supposedly

developed Y.P. Chlu. In this model the film thickness and m° are related to the upstream

(ambient) film layer thickness, 1,1 and h1, 2 see Figure 3. Although no direct mention of

experimental verification is made, the formulation appears to be based on good physical Insight

and vast experience in this field. The adherence of fluid to the surfaces at the Inlet and film

replenishment model for a full bearing are very worthwhile for further research.

Surprisingly very little published research is reported on this subject In the open literature.

At this point It Is worthwhile to consider the effect of starvation on parameters other

than the film thickness. The classical Hertzian analysis pertains to the dry contact. The

Hertzian pressure distribution has a normal parabolic shape. In EHL applications when a layer

of lubricant Is present, however, a pressure spike appears toward the exit. One would,

therefore, expect that starving the film at the inlet should, in limit, approach the Hertzian

pressure distribution by suppressing the pressure spike. This is precisely what Hamrock's

numerical solutions show.

It would be interesting to examine the phenomenon using optical film thickness contours

experimentally particularly, the traction behavior of starved film under high speed and high

shear conditions is much worth further research. Wedeven's measurements [21] show that a

starved film leads to a higher traction than the fully flooded contact unless the shear rate --

U1 - U2
defined as h, is very low.
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At low shear rates, the film is considered to be severely starved and the traction results

turn out to be surprisingly lower than expected. This should be further Investigated

particularly with close attention to thermal effects and non-Newtonian characteristics of the

fluid. To the author's best knowledge, there are no theoretical analyses available that take both

thermal effects and starvation into consideration. The widely used thermal analysis performed

by Cheng [4] and the thermal reduction factor (PT derived from it appear to be based on the fully

flooded case.

Described by Cheng [4] is the formation of backflow in the velocity profile at the inlet

zone. According to Wedeven [21] backflow is essential for the establishment of a flooded

condition. As with the non-Newtonian characteristics of the lubricant, the starvation may very

well affect the (PT calculations. The validity of representing separating these interrelated

elements by simple correction factors needs to be closely scrutinized.

ROUGHNESS EFFECTS

As all engineering surfaces are rough on a microscopic scale, one must Investigate the

influence of surface characteristics on EHL performance, particularly for partial EHL. Unlike

the EHL theories that are well-accepted, there is no universally accepted model for surfaco

roughness. Furthermore, there appears to be a lack of experimentally verified analyses in this

area. Also, most of the papers published in this field necessarily resort to the principles of

statistics. In doing so, they require a number of input variables which are not readily available

or at least are very hara to relate to the laboratory measurements.

Recently McCool [23, 24] made an outstanding contribution to this field which desbrves

attention. McCool developed a method to relate the output of profile measurement equipment to

the input needed for the Greenwood-Williamson's microcontact model [25]. Two main

parameters are needed: Rq and Aq. Rq is the rms deviation of the surface height from its mean

value and Aq is a slope sensitive parameter. These two parameters allow one to calculate the
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mean square curvatre parameter which is needed in th Greemwood-Wlibmson's model. The

model can be applied lo both isotropic and anisotropic swfte roughness [231. Fu.laore.

McCool [24) showed that it is possible lo estimate the value of q kom the Rq measure MenW i

this fashion only the height sensitive parameter, Rq. needs to be measured.

McCooi incorporated his roughness model in a theorelical study to evaluae the traction

behavior of several ball bearings with various lubricants [191. It appears, however, that

roughness consideration was not one of the major concerns in hat study since no parametric

study was presented.

Now that a practical model for surface roughness is available, we are in a position io

shed some light on the relationship between the fatigue life and surface roughness in the partial

EHL regime. A recent contribution by Averbach & Bamberger [26] showed that under partial

EHL conditions, failure occurs right at the surface rather than at the sub-surface, where it was

generally thought to start. This finding is based on an extensive examination of bearings

returned from the field. This has significant practical impli,.ations s.nce as Averbach &

Bamberger pointed-out most aircraft gas turbine bearings operate in pardal EHD mode even

under ideal conditions.

The initiation of fatigue depends very strongy on She sp-cific film thickness defined as

A hminwhere a, and a2 are the rms surface roughness of the interacting surfaces. It is

believed that for low A values (A < 1 ) the fatigue initiates at the surface while for high values

of A (A > 5), the initiation of fatigue occurs below the surface [27].

It would be valuable to conduct a co iplete theoretical study of the surface

characteristics which includes asperity interaction, thermal effects, and surface/subsurface

stresses. To determine the stress field in the solid, one may have to develop a computer

program that delermines the EHL pressure distribution. Therefore, it may not be possible to
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drectly use McCoors program 1191, since he relies on Hamrock's equaton br fan tices

and does not conpite the pressure istribution.

For practical purposes, there are two parameters which should be rehited to bearng

life: one is the surface characteristic and the other is the lubricant propertms, i.e., the

viscosity. A high viscosity lubricant would, of course, result in a thicker oi, but oifs has not

been quantitatively translated to the bearing life enhancement Certainly there exists a tade-

off between excessive power loss, starting torque and the bearing life.

To meet the stringent requirements of Integrated High Performance Turbine Engine

Technology (IHPTET). in addition to the lubricant properties, the surface properties and its

characteristics - -- - - should be included in theoretical analyses of bal bearings.

Quantitative assessment of bearing life based on the lubricant viscosity, surface

characteristics, and operating conditions requires a thorough stud' of the elastohydrodynamic

lubrication. Significant savings can result through improvement of performance, reliability

and maintenance schedule.
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Abstract

This report describes two experiments in the general area of gas turbine heat

transfer. The first is a study of the effects of riblets on the ave.-age heat transfer rate on a

turbine blade in a cascade for cases with and without free stream turbulence. The second

is a study of the velocity and heat transfer in a ribbed channel for six different flow

geometries. Each experiment will be presented separately.

Effects of Riblets on Turbine Blade Heat Transfer

Introduction

Ribleted surfaces are believed to reduce surface heat transfer rates, under certain

conditions. A reduction in local heat transfer rates on a flat plate of up to 6% is reported

to occur when the riblet height is approximately 5 to 15 wall units. However, riblet

heights greater than 25 wall units increase heat transfer rates on a flat plate by up to 20%.

Presumably, for a fixed physical riblet size, riblets may increase, decrease, or have no

effect on the average heat transfer rate from a turbine blade, depending on the Reynolds

number of the flow.

The present experiments were designed to answer the following two questions:

(1) Do riblets reduce the average heat transfer on a turbine blade when the approaching

flow has no free stream turbulence?, and (2) Does the presence of free stream turbulence

in the approaching flow alter the effects of riblets on the average heat transfer from a

turbine blade?
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Discussion and Results

An instrumented heat transfer surface was designed for testing in the cascade

facility in Building 19 (The Five Foot Wind Tunnel Building). Since the maximum

expected reduction in the heat transfer rate on the test turbine blade is only 6%, the

experiment was designed to minimize the uncertainty in measured average Stanton

number. The entire blade was 4.5 inches wide, but only the center 2 inches were used for

heat transfer measurements in order to eliminate end wall effects. The outer portions of

the blade were heated and served to guard the center portion of the blade against

conduction losses. The same blade was to be used both for baseline testing with a

smooth s-rface, then for further testing with a ribleted surface.

The blade was tested prior to the engraving of the riblets, both with and without

free stream turbulence, at three different Reynolds numbers. The results of these baseline

tests are presented in Table 1. The velocities reported in Table 1 were measured

approximately 0.5 inches upstream of the stagnation point on the blade. The cases run

with free stream turbulence, which was produced by a grid upstream of the cascade, have

heat transfer rates that are about 25%-35% higher than the corresponding runs without

the turbulence generating grids in place.

The testing of the blade after the etching of the riblets was to be completed by

Capt. Steve Meschwitz. At the highest Reynolds number, one would expect the riblets to

augment heat transfer, since the riblet height relative to the boundary layer thickest will

be greater than y+=20 over most if the turbulent section of the boundary layer on the

blade. At the lowest Reynolds number, one might expect a possible reduction in the

average heat transfer rate from the blade.
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Recommendations

(1) Redesign test blade to create more uniform boundary conditions.

(2) Redesign test blade to further minimize uncertainty in Stanton number.

(3) Develop an analysis to estimate the expected maximum reduction in heat

transfer on the blade due to the presence of riblets and determine the optimum Reynolds

number for possible heat transfer reduction.

Velocity and Heat Transfer Measurements in a Ribbed Channel

Introduction

The design of cooling passages for turbine blades involve complex geometries.

The purpose of the present study is to determine which of six geometries is most

effective and to explore the possibility of correlating cooling effectiveness with local

measures of the turbulence inside a passage.

Discussion and Results

The experiments were performed in a pre-existing test channel that was 60 inches

in length and which was 6 inches by 6 inches in cross section. Each configuration of the

channel consisted of five ribs, each cut from a 1 inch by 1 inch aluminum bar, being

mounted on each of two opposing walls of the channel, with the fourth rib on one side of

the channel instrumented for heat transfer measurements. Velocity measurements were

taken just upstream of the heated rib, at locations of 1, 1.5, 2, 2.5 and 3 inches from the

wall on which the heated rib was mounted. The six configurations tested were the
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following: (1) perpendicular ribs, in line, (2) perpendicular ribs, staggered, (3) slanted

ribs, parallel and in line, (4) slanted ribs, paralel sind staggered, (5) slanted ribs, crossed

and in line, and (6) slanted ribs, crossed and staggered. Table 2 presents the velocity,

heat transfer, and pressure drop measurements for each of these configurations, which are

labelled geometries 1 through 6, respectively. While the velocity data and heat transfer

data are accurate to within a few percent, the pressure drop data is more uncertain and

difficult to interpret. Pressure drop data for Geometry #5 and Geometry #6 are

particularly suspect, since these data where taken at a point in the experiment where the

pressure transducer used was behaving unreliably. Geometry #4 offers the highest heat

trpasfer rates on average. The velocity data indicate that each configuration establishes

its own flow pattern.

Recommendations

(1) Instrument channel to provide more accurate pressure drop data.

(2) Instrument channel to measure total flow rate through channel. Perhaps an

orifice in a pipe somewhere downstream of the test section would suffice. In

combination with the pressure drop data, this would allow one to estimate the pumping

power required to achieve a desired heat transfer rate.

(3) Take measurements of the spanwise variation in the velocity, particularly for

cases with asymmetric geometry.
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Table 1: Results from cascade flow with and without free stream turbulence

Without Free Stream Turbulence

U rms U TUu V rms V TUv Re h St

6.59 0.09 1.4 0.15 0.07 1.1 44446 66.10 0.00868
17.11 0.13 0.8 0.06 0.15 0.9 115472 111.87 0.00566
49.55 0.71 1.4 -1.23 0.76 1.5 334327 210.95 0.00368

With Free Stream Turbulence

U rmsU TUu V rmsV TUv Re h St

5.73 0.94 16.5 1.63 0.67 11.6 38658 77.23 0.01166
14.87 1.82 12.3 -0.27 1.84 12.4 100348 121.28 0.00706
44.59 4.66 10.5 0.35 5.07 11.4 300822 254.12 0.00493
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Table 2: Results from channel flow with transverse ribs

Geometry #1

U rms U V rms V h dP/Dx

Run #1 14.39 3.25 0.61 4.68 137.53 -0.252
16.78 3.87 -0.08 4.72
20.89 3.81 -0.29 4.29
22.34 3.23 -0.03 3.52
22.91 3.11 -0.31 3.04

Run #2 6.71 1.62 0.04 2.20 90.23 -0.072
8.32 2.08 0.15 2.21
9.98 1.95 -0.41 1.82

11.19 1.68 0.02 1.63
10.93 1.64 -0.18 1.56

Run #3 2.96 0.81 0.68 0.93 58.47 -0.018
4.30 0.85 0.40 0.94
4.81 0.88 0.16 0.79
4.49 0.88 -0.04 0.69
4.63 0.82 -0.01 0.66

Geometry #2

U rms U V rms V h dP/Dx

Run #1 13.55 3.17 0.99 3.97 125.73 -0.129
17.89 3.36 0.17 4.16
20.09 3.35 0.31 4.14
21.97 3.05 0.45 3.65
21.88 3.20 0.04 3.24

Run #2 6.80 1.62 0.85 2.35 84.26 -0.063
8.44 1.79 0.72 2.11
9.61 1.70 0.30 2.05

10.11 1.81 0.45 1.86
10.75 1.75 0.44 1.65

Run #3 2.81 0.61 0.38 0.81 56.31 -0.023
3.72 0.79 0.58 1.10
4.05 0.71 0.32 0.88
4.46 0.67 0.37 0.86
4.48 0.64 0.44 0.79
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Table 2: Results from channel flow with transvere ribs (continued)

Geometry #3

U rmsU V unsV h dP/Dx

Run #1 16.83 3.16 3-39 3.62 141.83 -0.230
15.89 3.40 0.19 4.69
14.80 3.31 -4.07 4.06
13.90 3.11 -6.75 3.14
13.76 2.99 -6.30 3.37

Run #2 8.57 1.62 2.04 1.72 90.15 -0.067
7.71 1.5i 0.65 2.38
7.56 1.62 -1.87 1.81
7.02 1.57 -3.47 1.52
6.64 1.48 -2.90 1.56

Run #3 4.62 0.89 1.52 0.83 59.87 -0.029
4.40 0.72 0.07 0.99
3.83 0.87 -1.32 0.86
3.47 0.74 -1.94 0.76
3.54 0.66 -1.29 0.74

Geometry #4

U rms U V rms V h dP/Dx

Run #1 21.38 2.49 2.34 2.57 152.41 -0.304
18.78 2.82 -4.42 3.68
15.22 3.31 -9.66 4.33
12.17 3.65 -10.86 4.31
13.91 3.94 -7.42 4.67

Run #2 9.45 0.77 0.87 0.94 93.08 -0.048
8.24 1.33 -2.32 1.55
6.39 1.47 -4.62 1.58
5.00 1.44 -5.25 1.46
5.90 1.77 -4.24 1.62

Run #3 3.73 0.81 1.77 0.67 54.48 -0.033
3.91 0.61 -0.37 0.47
2.48 0.64 -1.75 0.50
1.57 0.58 -1.89 0.43
1.84 0.65 -1.73 0.52
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Table 2: Results from channel flow with tansverse ribs (continued)

Gcome'y #5

U nnsU V rmsV h dP/Dx

Run #1 15.17 2.29 4.79 3.06 119.76 -0.117
18.01 2.10 5.91 3.07
20.72 1.89 4.94 2.46
22.00 1.50 2.57 2.15
22.14 1.47 -0.14 1.90

Run #2 7.24 0.92 2-15 1.09 75.74 -0.024
8.11 0.88 2.53 1.23
8.88 0.94 2.14 1.16
9.43 0.95 1.37 0.94
9.82 0.81 0.33 0.86

Run #3 2.74 0.42 0.84 0.56 50.52 -0.057
3.02 0.45 1.40 0.57
3.51 0.44 1.21 0.49
3.95 0.47 0.87 0.46
4.01 0.42 0.24 0.39

Geometry #6

U rms U V rms V h dP/Dx

Run #1 13.70 2.23 2.57 3.12 116.76 -0.085
15.65 2.31 4.19 3.50
18.88 2.17 4.70 2.80
21.03 1.55 3.30 1.98
22.03 1.44 0.47 1.49

Run #2 6.47 1.12 1.36 1.51 72.84 -0.038
7.75 1.08 2.56 1.47
8.96 0.73 2.66 1.13
9.62 0.76 1.53 0.90
9.60 0.66 0.29 0.70

Run #3 2.44 0.49 0.56 0.55 46.71 0.021
2.81 0.49 1.12 0.61
3.41 0.55 1.44 0.64
3.90 0.46 1.01 0.46
3.90 0.41 0.22 0.38
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ELEC7RC DENSITY MEASUREMENTS ZN THE-ONICALLY-ASSISTED

DISCMUMES IN CESIUM-ARGON PLASMAS

S. Douglas Marcm, Associate Professor of Physics

Miami University, Oxford, OH 45056

RDL Associate Employee 1100

Abstract

Electron excitation temperature and density were measured in a low

pressure (0.05 Torr Cs, 2 Torr total I -essure) cesium-argon discharge

that uses a heated cathode (1100 K)- The excitation temperature

determination is based upon a model that allows for the calculation of

cesium excited state densities and resulting absolute emission

intensities for low electron density, thermionically-assisted Cs-Ar

discharges. The model assumes that the dominant creation processes

for Cs excited states are electron impact excitation and radiative

cascade from higher levels. De-excitation is assumed to be by

spontineous emission only. Electron excitation temperature is

determined by comparison of measured and calculated emission spectra.

Measured absolute emission intensities then allow for electron density

determination. For the low current (0.035 mA/cm2 ) discharge

studied, an excitation temperature of 4900 K and an electron density

of 2.5 x 107 cm- 3 was determined. The measured density was, as

expected for such non-equilibrium plasmas, considerably lower than the

roughly 109 cm- 3 value obtained from current continuity.
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fI.TEODUCTION

Several theoretical and experimental investigations have been

reportedl-7 that focus on either excited state density

distributions, electron (excitation) temperatures and electron

densities in low pressure (several Torr and below) argon-cesium and

pure cesium plasmas. The most ccmplete theoretical treatment of pure

cesium plasmas published to date is that of Norcross and Stone, 2 the

results of which apply directly to ignited mode thermionic converter

plasmas with electron densities in excess of 1012 cm- 3 . Their

treatment of cesium level populations was, in turn, based upon the

classic work on hydrogen plasmas by Bates, Kingston and McWhirter.
8

in both cases, single Maxwellian electron energy distribution

functions (EEDF) were used in the solution (steady state) to the

transition rate equations for a large number of excited states.

However, with low pressure argon-cesium discharges that employ an

ambient temperature ("cold") cathode and have lower electron

densities, large deviations from equilibrium (Maxwellian electron

energy distributions) occur1 ,6 ,7. The reason for this is that at

low degrees of ionization, elastic and inelastic electron-atom

collisions dominate over Coulomb collisions. As an alternative to the

complex problem of solving tho Boltzmann equation 7 for the

distribution function, Vriens 6 has used two- and three-electron

group (temperature) models for the bulk and high energy tail electrons

in energy balance calculations in such cases. More recently, Wani9

has reported some success with a simpler two-temperature model for

similar (Ar-Hg) plasmas that uses different temperature Maxwellian
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distributions for the bulk and tail electrons to describe the overall

EEDF. Although the purpose of this work is not to evaluate the EEDF

of our plasmas in detail, the results have a direct bearing on the

validity of Wani's approach, as discussed below.

In this work, we studied low pressure, thermally-assisted glow

discharges in an argon-cesium mixture. In such discharges, large

numbers of electrons are emitted from the hot cathode surface (1100 K)

and a discharge is sustainable by potentials less than 20 V. At the

low discharge currents used in this measurement (5 mA, 0.35 mA/cm2),

the bulk electron density is of the order of 109 cm- 3 (inferred

from current continuity) and the electron temperature is relatively

low (<5000 K). Under these conditions, it is possible to construct a

simple model1 that allows calculation of cesium excited state

densities. The model is based on the assumptions that the excited

state populations are sustained by electron impact excitation from the

ground state along with radiative cascade from higher levels, and

de-populated only by spontaneous emission. Spontaneous emission

intensities are easily computed from the resulting excited state

densities and the calculated spectra fit to measured spectra to yield

electron excitation temperature1 . The observed spectra sample only

the tail of the overall EEDF. As suggested by Wani 9, we took the

tail of the distribution to be described by a Maxwellian, the

temperature of which defines the excitation temperature of cesium

excited states. To our knowledge, the effective electron density in

the tail of such a distribution has not been measured prior to this

study.
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Such plasmas are similar to those studied in the thecretical work

of Norcross and Stone 2 , but, due to the low electron densizy in the

present case, spontaneous emission intensities can be precicted by a

simpler model. The surprisingly large role played by radiative

cascade in the population of excited states in such plasras was

recently reported1 .

DISCUSSION: EXPERIMENT AND THEORY

The'primary aim of the present study was to perform srectral

measurements sufficient to allow for an electron density =easurement

based upon the high-energy tail of the non-equilibrium E.-F.

Experimentally, this involves essentially repetition of the emission

intensity measurements carried out in Reference 1, using a

spectroscopic system that has been carefully calibrated fcr absolute

intensity.

The apparatus used to generate and confine the Ar-Cs Llasmas and

the spectroscopic measurement system used is shown in the block

diagram of Figure 1. Since the experimental system is essentially

identical to that used in a previous studyl , a detailed description

is omitted. The essential features of the experimental aparatus and

operating conditions are as follows: The discharge eleczrcdes were

planar nickel disks 4.3 cm in diameter and the anode-cathzde gap was 1

cm. Cathode temperature was obtained from blackbody radiation

spectrum measurement.

Discharge current and voltage were monitored at all :zes and the

measurements reported here were obtained at 5 mA current (0.35

mA/cm2). Discharge voltage ranged from 70 V with a cathcde
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temperature of 520 K, to 19 V at the normal operating temperature of

1100 K. The gas mixture used was 0.05 Torr cesium in 2 Torr argon.

Spontaneous emission and cathode blackbody spectra were measured using

an intensified-diode-array based optical multicnannel analyzer that

was absolutely calibrated for intensity using an NIST-traceable

standard lamp. The optical arrangement was such that spatial

resolution was roughly 1 mm.

The theory supporting the kinetics model used to predict absolute

emission intensities for the type of plasma studied in this work is

fully developed in Reference 1. The essential features of the theory

are reiterated here for the sake of completeness. The mechanisms 1 ,2

that determine cesium excited state densities under the plasma

conditions described above are all electron-atom collisions and

radiative decays (spontaneous emission and radiative recombination).

The collision processes are electron impact excitation and ionization,

super-elastic relaxation and three-body __ - tion. Excitation by

photoabsorption is not considered since the plasmas are optically thin

to all but a few lines for typical plasma dimensions. Partial self

absorption of the 6S - nP resonance lines is found for low n, but does

not alter the conclusions of this work. Similarly, molecular

processes are not considered since the concentrations of molecular

ions and neutrals in equilibrium vapor at typical conditions are

1ow10 - 12 . Atom-atom and atom-ion collisions are neglected
1 ,2 ,7

due to their low temperatures.

Justification for only considering excited state production by

electron impact excitation from the ground state and radiative cascade

from higher levels, and destruction by spontaneous emission, is as

follows:
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Electron impact excitation of cesium from the ground state to

excited state j is written,

e + Cs(l) -> Cs*(j) + e, (1)

which has a typical cross section1 3 -19 , aexj = 10-17 cm2"

Electron impact excitation from only the ground state is considered

because at low current densities the ground state population is many

orders of magnitude larger than any excited state population.

Electron impact ionization contributes to excited state populations

only indirectly through subsequent radiative or three-body

recombination, i.e.

e + Cs-> Cs+ + e + e, (2)

followed by,

Cs+ + e -> Cs*(j) + hV (3)

or

CS+ + e + e -> Cs*(j) + e. (4)

Typical cross sections for reactions (2) and (3) are aion = 10-16

cm2,18 and arecj = 10-20 cm2,11,20, respectively, while

reaction 4 has a rate coefficient1 ,2 ,2 1 of 10-23 cm6s-1 .

Taking the electron density approximately equal to the ion density

in the plasma region (ne= ni = 109 cm-
3 ), assuming a ground

state density of 1015 cm-3 (0.05 Torr) and using an average

electron velocity7 of 5 x 106 cm/s gives order of magnitude

production rates for processes 1-4 of 1013 cm-3s- 1, 1013

cm-3s -1, 104 cm-3s-1 and 104 cm-3s - , respectively.

Under these conditions, electron impact excitation from the ground

state dominates the production of cesium excited states. For higher

electron densities, three-body recombination becomes an important
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process,1 ,2 ,8 thus the model should be valid for electron densities

up to "V1011 cm- 3 . For example, with ne = 1012 cm- 3 and at

the typical electron temperatures encountered in this work, the

excited state production rate by three-body recombination2 is

roughly 1013 cm-3s-1 .

Turning to destruction mechanisms, spontaneous emission dominates,

as is shown below. Spontaneous emission,

Cs*(j) -> Cs*(k) + hV, (5)

has a rate determined by a given excited state's density and Einstein

coefficient, Ajk. Estimating a typical excited state density to be

of the order of 107 cm- 3 and using a typical A coefficient of

107 s-1 (100 ns lifetime), gives a destruction rate by spontaneous

emission of I014 cm-3s-1 . of course, in reaction 5, loss of

state j means production of state k and spontaneous emission in the

form of radiative cascade from higher levels must also be taken as a

non-negligible production mechanism for excited states.

Super-elastic collision or electron impact de-excitation is

written,

Cs*(j) + e -> Cs*(k) + e, j>k. (6)

This is essentially the reverse of reaction (1). Detailed balancing

gives a typical cross section, adexj = 10-15 cm2. Assuming

conditions already cited provides an order of magnitude destruction

rate for (6) of 106 cm-3s -1 , which is extremely small compared

to the spontaneous emission decay rate.

Penning ionization of cesium by argon metastables cannot

contribute substantially to the Cs + population under the plasma

conditions specified above, and thus significantly populate cesium
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excited states by subsequent recombination; the low electron

temperatures of hot cathode discharges do not provide significant

numbers of energetic electrons to populate the metastable states of

argon. This is evidenced by the absence of significant argon

emissions in spectra measured using a heated cathode. However, at

ambient cathode temperature (higher electron energy distribution),

significant argon emissions are apparent and the assumption breaks

down. The cathode temperature dependent emission spectra, shown in

Figure 2, clearly show this effect.

Following the arguments above and using only processes (1) and

(5), the populations of excited states are found by the steady state

solution of the set of equations of the form
1 ,2 ,8 :

dn(j)=< vxju>n n(1)+ F Ak 7
dt > A njk

The first term on the right represents electron impact excitation from

the ground state, with the ground state density taken as, n(1) = 1.67

x 1015 cm- 3 , corresponding to the vapor pressure of cesium used in

the experiments (0.05 Torr) and v is electron velocity. The second

term accounts for radiative cascade from higher levels, while the

third gives the loss due to spontaneous emission to all possible lower

levels (dipole allowed transitions only).

It is necessary from a practical standpoint to reduce the number

of equations (7) that must be solved. For the purposes of this work,

the infinite set of equations (7) was reduced to a finite set that

includsd only excited states up through n=10 (all L and J) for a total

c. 53 cesaum levels including the ground state. This number of levels

haa previously been shown sufficient1 to model the plasma of

interest to this work.
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Solution of equations (7) in steady state requires extensive

knowledge of electron impact excitation cross sections and A

coefficients of the cesium levels involved. A consistent set of

numerical electron impact excitation cross sections were used that

were calculated by first order many body theory1 9 . They agree well

with measurements and other calculations2 ,1 3- 1 7 ,2 3 and are available

for all levels through n = 10 and are in more suitable (numerical)

form than the measured cross sections. The cross sections were

numerically integrated over assumed Maxwellian distributions for a

range of temperatures (3000 - 6000 K in 100 K increments) to provide

an extensive set of electron impact excitation rate coefficients for

each state at each temperature. The A coefficients used were

calculated by the same code 19 as the cross sections and also agree

well with available calculated and measured values2 4 - 2 7 .

The resulting set of differential equations was solved by using

Saha populations as initial conditions and then employing an iterative

(in time) Runge-Kutta method to evolve to steady state. Calculated

level densities for ne = 109 cm- 3 and Te ranging from 4000 K

to 5500 K are shown in Table 1 of Reference 1.

Calculation of absolute emission intensities from the excited

state densities derived from solution of equations (7) is by the

relation,

Ijk = Ajk n(j) (Ej - Ek) watts/cm3, (8)

where Ej and Ek are the energies of the upper and lower levels of

the transition, respectively. Table I shows predicted absolute

emission intensities calculated using the same electron density and

range of electron temperatures cited above. The radiative cascade
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contribution to emission intensity (last column in Table I) is quite

large for states with low n and 1.

RESULTS

The visible and near UV emission spectrum measured at a location

5.9 mm from the cathode (plasma region) for 1100 K cathode temperature

is shown in Figure 3. The calculated best fit normalized intensities

are also shown in that Figure for lines in the sharp, principal and

diffuse series. The intensity error bars shown are calculated at plus

and minus 500 K from the best fit temperature. The electron

excitation temperature corresponding to the best fit in the case

presented here is found to be 4900 + 500 K.

As mentioned above, the calculation ignores radiation trapping

and, therefore, the predicted intensities for 6S to low nP transitions

are expected to be greater than the measured intensities; of course

the calculated intensities of 6S to high nP transitions agree well

with the measured spectra.

Due to the low electron density and the large excitation cross

sections of the resonance levels, the EEDF should be significantly

depressed1 ,6,7 above the resonance excitation threshold ( 1.4 eV).

This is shown schematically in Figure 4. However, our observations

sample only the tail of the distribution (above 3 eV). With cascade

properly taken into account, the excellent fit of Figure 3 indicates

that the the cesium excited states sampled in our experiments can be

represented by a Maxwellian. That is to say, at least the tail of the

distribution is well characterized by a Maxwellian. The results of

this work strongly support the notion that the EEDF for such plasmas
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can be reasonably approximated by the simple two-temperature

Maxwellian distribution suggested by Wani9 .

The bulk electron density inferred from current continuity is

1.0 + 0.5 x 109 cm- 3 . As suggested by Figure 4, the non-

equilibrium nature of our plasma would tend to cause the number

density of electrons in the high energy tail of the distribution to be

smaller than that derived from any measurement of the bulk electron

density. Simply, Coulomb collisions cannot keep pace with the

selective consumption of hot electrons by inelastic collisions with

cesium ground states which populate the resonance levels. Since our

spectroscopic measurements sample only the high energy tail of the

distribution, the depressed tail should result in measured absolute

emission intensities which are substantially than the predicted

intensities, since the predictions were based on the bulk electron

density, ne = 109 cm- 3 . The measured tail electron density is

found in our case by simply taking the average ratio of measured to

calculated absolute intensity and multiplying the resulting value by

the electron density used for the calculations. Complete equilibrium

would yield an average ratio of 1, while non-equilibrium should

produce a ratio less than one, with smaller ratios representing larger

departures from equilibrium. In the case of interest here, that ratio

was roughly 1/40, giving a tail electron density of roughly 2.5 + 0.5

x 107 cm- 3 .

The terms electron excitation density or tail electron density as

used here should be clarified somewhat. The term electron excitation

temperature is used to indicate an electron temperature inferred from

the observed atomic excitation. The electron density that has been
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measured here is similarly inferred from the observed atomic

excitation - hence the term electron excitation density.

CONCLUSIONS

A simple but accurate model has been applied to measure electron

excitation temperature and density in a non-equilibrium hot cathode

discharge. The accuracy of the calculation is evident not only by the

excellent agreement with the measured spectra, but also by the

predictive variation from the measured self-absorbed emission lines.

The model is applicable to both quasi-equilibrium and thermal

equilibrium plasmas. Although the present calculation is applicable

to discharges with current densities below 0.1 A/cm 2 , inclusion of

the three-body recombination term in the rate equation will permit

extension of applicability to high current density thermionic diodes.

For high current density (large electron density) plasmas which are

much closei to equilibrium, the temperature and density measured in

the manner described above should reflect the true electron

temperature and density. Even in such cases, radiative cascade would

be an important contributor to excited state densities and resulting

emission intensities.
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C;PTIONS

Figure 1: Experimental setup.

Figure 2: Cathode temperature dependent spectra of the argon-cesium

discharge. With a cathode temperature of 1100 K only

cesium emission lines are observed. Note the large number

of emission lines due to argon excitation in the spectrum

taken using a cathode temperature of 520 K. With argon

excitation present, the electron temperature is obviously

higher than in the hot cathode case.

Figure 3: Measured versus calculated (denoted by x) cesium emission

spectrum. The measured spectrum was taken at a point 5.9

mm away from the cathode (plasma region). The best fit

between calculated and measured intensities indicates an

electron excitation temperature of 4900 + 500 K. The

numbers appearing near each calculated intensity point

refer to the transition number found in the left-most

cclumn of Table I. Transitions marked with letters A-E are

lines from the fundamental series in cesium.

Figure 4: EEDF. a) Equilibrium case, b) Non-equilibrium case.

Table I: Calculated absolute intensities of 31 Cs emission lines

based on solution of equations (7). The next to last

column gives intensities ignoring the cascade contribution

to excited state densities and the last column shows the

effect of cascade on emission intensities for each

transition. Index refers to the level indices used in

Table I of Reference 1 and UL and LL represent upper and

lower levels of transitions, respectively.
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ABSTRACT

During the 10-week stay at the WPAFB, several tasks have been finished:

1. The AMDEK computer code was studied, run, and shortened cosmetically. It was
further found that the code cannot converge as is. See Appendix A.

2. The subject of developing a numerical scheme capable of handling both the incom-
pressible flow regime and the compressible regime was explored. See the main text.

3. A one-dimensional code was written and applied to computing isentropic flows in
convergent-divergent nozzles. See Appendix B for the FORTRAN listing.

4. A two-dimensional code was written and applied to computing flows in planar com-
bustors. See Appendix C for the FORTRAN listing.
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1. Introduction

In the area of Computational Fluid Dynamics (CFD), several difficult subjects are
involved in the computations of practical problems in both incompressible and compressible
flow regimes. These, in the authors' opinion, include: (1) pressure and density link through
the continuity equation and the equation of state, (2) diagonal dominance of matrices for
high-speed flows, (3) grid staggeredness, (4) accuracy associated with steep gradients in
boundary layers or shock waves, (4) irregular geometries, (5) three dimensional zonal
matching, and (6) improvement of convergence rates.

In this report, we will concentrate on subject (1). Conventionally, the continuity
equation is designated to solve for the density in the compressible flow regime (CFR), and
to solve for the pressure in the incompressible flow regime (IFR). If a flow problem enters
both IFR and CFR, naturally it is desirable to use the continuity equation to solve for the
same variable throughtout the entire domain. However, if the density is chosen and solved
using the continuity equation in IFR, slight error in the density will lead to large errors in
the pressure and subsequently will lead to grossly inaccurate solutions in the momentum
equations. On the other hand, if the pressure is selected and solved using the continuity
equation in CFR, errors in the pressure will also lead to errors in the density. The later
does not appear in IFR, but will appear in CFR making the solution inaccurate.

Some numerical schemes for IFR computations are designed to eliminate the pressure,
such as streamfunction-vorticity [1,2], biharmonic functions [3,4], vorticity-velocity [5,6].

In IFR, most researchers who adopt the primitive formulation use pressure Poisson
equation [7,8], penalty function method [9,10], artificial compressibility scheme [11-13],
and pressure correction algorithm [14-17]. Two noteworthy points here are:

(1) The pressue, being computed through the continuity equation [11-13] or combined
momentum equations and the continuity equation [14-17], is not used to find the density.
The density is either constant (hence does not enter the problem) or is found by the isobaric
relation,

Tp =c1 . (1)

In this manner, p and p are dissociated completely in IFR.

(2) In the continuum governing equations in IFR, only pressure gradients appear, not
the absolute values of the pressure. Consequently, the pressure values can be corrected
freely, as long as the nodal gradients remain the same.

In CFR, the continuity equation is used to govern the density [18-22]. The pressure
is then computed through the equation of state.
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Most numerical methods valid in IFR fail to work in CFR. Since the continuity equa-
tion is reserved for the relative pressure, the absolute pressure is recovered from the bound-
ary condition. The density is then computed through the equation of state, leading to
instability because of absence of the spatial linkage with neighboring p. Furthermore,
physically, the continuity equation is derived under the law of mass conservation, and
therefore should be reserved for computation of p.

The following paragraphs will be verified and revised in the research proposal:

Verify the capabilities of incompressible-flow schemes which have entered CFR [23-27].

Verify the capabilities of compressible-flow schemes which have entered IFR [11,28-33],

It appears that methods available in the literature rarely are applicable to both IFR
and CFR. For example, a method is used to solve a compressible flow problem. Upon com-
pletion of the task, the method is then modified to solve an incompressible flow problem.
We have not found a method applied to a flow problem covering a wide range from, say,
M=.01 to M=1.2 in the free stream. It is also worth noting that a scheme can be claimed to
cover both IFR and CFR regimes only when the freestream velocity (for external flows) or
the centerline velocity (for internal flows) varies appreciably from, say, 1 m/s to 100 m/ s.
Under such conditions, the magnitude of the absolute static pressure becomes comparable
with the change of the static pressure, i.e.,

p - 6p.

A scheme should not be considered capable of solving both IFR and CFR simply
because the Mach number distribution covers from nearly zero near the wall and 1.2 at
the free stream (such as the boundary-layer flows). The reason is that the flow velocity
changes under the influence of the viscosity, but not due to the "Bernoulli effect". It is
seen that in the boundary layer flow,

p>> bp.

We will verify this assertion. If our assertion is incorrect, we then will find out how
our scheme is different from others.

2. Continuum Governing Equations

The time-dependent, compressible, nonisothermal, 2-D Navier-Stokes flows are gov-
erned by the following continuum equations in the conservative form:

the continuity equation,
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Op (2a)

the momentum equation,

O(pu) + (V pu)u + Vp - V2u, (2b)
&Re

and the energy equation,

a(pe) + -1(V. pu)e = i1V
a-t Pe °  (2c)

where u = (u,v)T, Pe is the Peclect number defined as PrRe, el = B + u2/c,, and

e = 0 + u2 /cp.

3. Discretized Governing Equations

Figure 1 shows the 2-D grid system with nodal unknowns located at the grid points.

For a typical grid point (i j), the finite difference approximations are:

Op/O = (p(i,j) - p(i - 1,j))/ld,

o,,IO= (u(ij) - u(i - l,j))/dx,

OvIOy = (v(ij) - v(i,j - 1))/dy,

OplOy = (p(i,j) - Ai,j - 1))/dy.

to be strengthened.

4. Basics of the Present Method

If an iterative scheme is capable of yielding a diagonally-dominant coefficient matrix,

and the resulting algebraic equations are consistent (we do not mean "consistent with the

differential equations", we mean "consistent algebraically"), then most likely the scheme

should work. If the equations are nonlinear, they need to be linearized or under-relaxed.
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For easy presentation, we will describe the basics of the present method on a one-D
nonstaggered grid. Application of this concept has been extended to a 2-D nonstaggered
grid. There seems to be no obvious reason that the same concept cannot be extended to
the staggered grid.

* Fig. 2, steady state, isothermal, pt 1 is the left boundary.
* make the analysis fansier and more sophiscated.
* method of least squares
* algebraically consistent

to be strenghened here.

5. Computational Procedure

The point-by-point Gauss-Seidel iteration (convergence rate is not the issue here) is
used. The discretized equations are written in the residual forms, which simplifies the
coding greatly.

6. Test Problems

To test the validity of the proposed computer code, we have used it to compute
several benchmark flow problems, and made comparisons of the result computed by us
and that reported in the literature. These benchmark problems are: (,%) isentropic flows
in 1 one-dimensional convergent- divergent nozzle, (b) lid-driven cavity fiows, and (c) 2-D
combustor.

(a) 1-D converg. diverg. nozzle.
Fig. 3 shape of the 1-D CD nozzle and its grid.
Fig. 4a pressure distribution vs. x compared with the literature table (no shock)
Fig. 4b. with shock

(b) lid-driven cavity flows (Re=2,000)

Fig. 5 Center-location U as function of y, compared with Harwell report.

(c) 2-D planar combustor

Fig. 6 u(y) at various locations of x.
Fig. 7 p(y) at various locations of x. compared with experimental data.

7. Results and Discussions

The limitations and merits of the computer code are summarized as follows:

Limitations:
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1. The code has not been applied to flows where shock waves take place.

2. No effort has been directed towards improving the convergence rate such as imple-
menting approximate factorization, multigrids, etc.

3. The code has not been extensively tested against various conditions or/and cases.

Merits:

1. The code is applicable to both IFR and CFR at least for the 1-D case.

2. The structure of the code is simple and the length of the code is short, making it easy
for users to learn and understand.

8. Concluding Remarks

There is much room for improvement in the current version of 2-D Navier- Stokes
code. However, judging from the result of 1-D isentropic-flow problems and that of planar
combustor flows, we feel hopeful that both the knowledge gained so far and the codes
themselves will serve as a foundation for further 2-D code development in the near future.
To be precise and realistic, we expect to produce by (or prior to) May 1991 a 2-D code
that is time-dependent, turbulent, applicable to botb ;ucompressible and compressible flow
regimes, and applicable to irregular geometries.
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1 1.09329 5.16549 0.04318
2 1.19603 4.92249 0.02902
3 1.22849 4.60184 0.02340
4 1.25219 4.44695 0.02500
5 1.26836 4.23544 0.02493

1000 0.57280 0.14886 0.00232
2000 0.38836 0.29591 0.00091
3000 0.28985 0.32602 0.00061
4000 0.22560 0.28876 0.00078
5000 0.18544 0.24509 0.00093
6000 0.15717 0.21200 0.00103
7000 0.13344 0.18290 0.00109 0 "

8000 0.11271 0.15570 0.00114
9000 0.09489 0.13076 0.00117

10000 0.07978 0.10866 0.00119
11000 0.06702 0.08969 0.00118
12000 0.05633 0.07367 0.00115
13000 0.04742 0.06035 0.00110
14000 0.03995 0.04945 0.00105
15000 0.03364 0.04054 0.00099
16000 0.02837 0.03330 0.00092
17000 0.02394 0.02740 0.00085
18000 0.02023 0.02261 0.00078
!9C00 0.01709 0.01869 0.00072
20(10 0.01446 0.01549 0.00065
21'30 0.01226 0.01286 0.00059
22000 0.01040 0.01070 0.00054
23000 0.00883 0.00892 0.00048
24000 0.00750 0.00745 0.00043
25000 0.00637 0.00623 0.00039
26000 0.00542 0.00522 0.00035
27000 0.00461 0.00438 0.00031
28000 0.00393 0.00368 0.00028
29000 0.00335 0.00309 0.00025
30000 0.00286 0.00260 0.00022
31000 0.00244 0.00219 0.00019
32000 0.00208 0.00184 0.00017
33000 0.00178 0.00155 0.00015
34000 0.00153 0.00131 0.00013
35000 0.00131 0.00110 0.00012
36000 0.00112 0.00092 0.00010
37000 0.00096 0.00078 0.00009
38000 0.00083 0.00065 0.00008
39000 0.00072 0.00054 0.00007
40000 0.00062 0.00045 0.00006
41000 0.00053 0.00038 0.00005
42000 0.00046 0.00031 0.00005

43000 0.00040 0.00026 0.00004
44000 0.00035 0.00021 0.00004
45000 0.00031 0.00017 0.00003
46000 0.00027 0.00013 0.00003
47000 0.00024 0.00011 0.00003
48000 0.00021 0.00009 0.00002
49000 0.00019 0.00007 0.00002
50000 0.00017 0.00006 0.00002
51000 0.00015 0.00005 0.00002
52000 0.00014 0.00004 0.00001
53000 0.00012 0.00003 0.00001
53359 0.00012 0.00003 0.00001

Mach # p density t I/C., / )
0.0500 0.9983 0.9988 0.9995 0.0863 1.0000 0.2509
0.0831 0.9954 0.9968 0.9986 0.1429 1.0000 0.4166
0.1001 0.9933 0.9953 0.9980 0.1720 1.0000 0.5022
0.1125 0.9914 0.9940 0.9974 0.1930 1.0000 0.5642
0.1232 0.9897 0.9928 0.9969 0.2109 1.0000 0.6173
0.1327 0.9880 0.9916 0.9964 0.2269 1.0000 0.6648
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0.1415 0.9864 0.9904 0.9959 0.2417 1.0000 0.7090
0.1501 0.9846 0.9892 0.9954 0.2560 1.0000 0.7520
0.1581 0.9830 0.9880 0.9949 0.2692 1.0000 0.7918
0.1656 0.9813 0.9868 0.9944 0.2815 1.0000 0.8292
0.1730 0.9796 0.9856 0.9939 0.2935 1.0000 0.8656
0.1800 0.9779 0.9844 0.9934 0.3051 1.0000 0.9007
0.1874 0.9761 0.9830 0.9929 0.3170 1.0000 0.9374
0.1946 0.9742 0.9817 0.9923 0.3286 1.0000 0.9731
0.2018 0.9723 0.9803 0.9918 0.3403 1.0000 1.0090
0.2091 0.9702 0.9789 0.9912 0.3519 1.0000 1.0451
0.2165 0.9681 0.9774 0.9906 0.3636 1.0000 1.0815
0.2239 0.9659 0.9758 0.9899 0.3754 1.0000 1.1183
0.2314 0.9636 0.9741 0.9892 0.3872 1.0000 1.1554
0.2391 0.9612 0.9724 0.9885 0.3991 1.0000 1.1933
0.2469 0.9587 0.9706 0.9878 0.4112 1.0000 1.2317
0.2548 0.9561 0.9687 0.9870 0.4234 1.0000 1.2708
0.2630 0.9533 0.9667 0.9861 0.4359 1.0000 1.3109
0.2713 0.9504 0.9646 0.9853 0.4485 1.0000 1.3519
0.2799 0.9473 0.9623 0.9843 0.4614 1.0000 1.3940
0.2887 0.9440 0.9600 0.9834 0.4745 1.0000 1.4373
0.2979 0.9405 0.9575 0.9823 0.4879 1.0000 1.4819
0.3073 0.9368 0.9548 0.9812 0.5017 1.0000 1.5280
0.3171 0.9329 0.9519 0.9800 0.5159 1.0000 1.5759
0.3273 0.9287 0.9489 0.9788 0.5304 1.0000 1.6256
0.3380 0.9242 0.9456 0.9774 0.5455 1.0000 1.6775
0.3492 0.9193 0.9420 0.9759 0.5610 1.0000 1.7319
0.3610 0.9141 0.9382 0.9743 0.5771 1.0000 1.7890
0.3735 0.9084 0.9340 0.9726 0.5939 1.0000 1.8492
0.3868 0.9022 0.9294 0.9707 0.6114 1.0000 1.9130
0.4010 0.8954 0.9244 0.9685 0.6297 1.0000 1.9811
0.4161 0.8879 0.9189 0.9662 0.6487 1.0000 2.0532
0.4326 0.8796 0.9128 0.9636 0.6690 1.0000 2.1316
0.4505 0.8702 0.9058 0.9607 0.6904 1.0000 2.2166
0.4702 0.8597 0.8980 0.9573 0.7131 1.0000 2.3094
0.4920 0.8477 0.8890 0.9535 0.7372 1.0000 2.4117
0.5165 0.8339 0.8787 0.9490 0.7631 1.0000 2.5258
0.5443 0.8178 0.8665 0.9438 0.7908 1.0000 2.6542
0.5763 0.7987 0.8520 0.9374 0.8205 1.0000 2.8009
0.6139 0.7757 0.8344 0.9296 0.8524 1.0000 2.9713
0.6592 0.7473 0.8125 0.9197 0.8865 1.0000 3.1735
0.7152 0.7114 0.7844 0.9069 0.9221 1.0000 3.4190
0.7873 0.6646 0.7473 0.8894 0.9576 1.0000 3.7271
0.8853 0.6011 0.6956 0.8642 0.9880 1.0000 4.1312
1.0271 0.5123 0.6206 0.8255 0.9995 1.0000 4.6843
1.2009 0.4124 0.5316 0.7757 0.9710 1.0000 5.3119
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i=l i=4 i=7 i=10 i=13 i=16 i=19 i=22 i=25 i=28

u(i,j)

0.5004 0.5053 0.5042 0.5022 0.5009 0.4996 0.4984 0.4972 0.4960 0.4946
0.5004 0.5053 0.5042 0.5022 0.5009 0.4996 0.4984 0.4972 0.4960 0.4946
0.5004 0.5055 0.5044 0.5023 0.5009 0.4997 0.4985 0.4973 0.4960 0.4946
0.5004 0.5057 0.5046 0.5025 0.5010 0.4997 0.4985 0.4972 0.4960 0.4946
0.5004 0.5060 0.5049 0.5027 0.5011 0.4998 0.4985 0.4972 0.4958 0.4944
0.5004 0.5063 0.5052 0.5028 0.5012 0.4997 0.4983 0.4970 0.4956 0.4942
0.5004 0.5067 0.5056 0.5030 0.5012 0.4996 0.4981 0.4967 0.4952 0.4938
0.5004 0.5071 0.5059 0.5031 0.5012 0.4994 0.4978 0.4962 0.4947 0.4932
0.5004 0.5074 0.5062 0.5032 0.5011 0.4991 0.4973 0.4956 0.4939 0.4923
0.5004 0.5078 0.5065 0.5033 0.5008 0.4986 0.4965 0.4946 0.4927 0.4909
0.5004 0.5081 0.5067 0.5030 0.5002 0.4975 0.4950 0.4925 0.4902 0.4879
0.5004 0.5080 0.5060 0.5016 0.4979 0.4942 0.4905 0.4868 0.4832 0.4796
0.5004 0.5059 0.5012 0.4946 0.4884 0.4820 0.4755 0.4691 0.4628 0.4568
0.5004 0.4926 0.4777 0.4650 0.4529 0.4413 0.4305 0.4206 0.4118 0.4041
0.5004 0.4220 0.3830 0.3652 0.3522 0.3422 0.3343 0.3280 0.3230 0.3192
0.0000 0.0000 0.1451 0.1897 0.2083 0.2180 0.2235 0.2269 0.2293 0.2314
0.0000 0.0000 0.0607 0.1041 0.1227 0.1332 0.1404 0.1460 0.1509 0.1558
0.0000 0.0000 -0.0200 0.0296 0.0481 0.0596 0.0686 0.0764 0.0836 0.0906
0.0000 0.0000 -0.0354 -0.0274 -0.0103 0.0018 0.0120 0.0214 0.0302 0.0385
0.0000 0.0000 -0.0352 -0.0514 -0.0477 -0.0374 -0.0270 -0.0169 -0.0075 0.0013
0.0000 0.0000 -0.0270 -0.0546 -0.0597 -0.0543 -0.0455 -0.0361 -0.0274 -0.0196
0.0000 0.0000 -0.0139 -0.0391 -0.0452 -0.0441 -0.0390 -0.0327 -0.0265 -0.0213
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

u at the inlet = .5004, jstp=8, and istp=5.
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Appe,?d X A
Communication with Amtek and the Status of Debugging the Dumpster Code

1. I have studied carefully their report, which is technically sound.

2. I have obtained the printout of the FORTRAN listing and have studied
it carefully.

3. The Dumpster code was run at the University of Maryland. It ran up
to 10,000 time steps. The maximum continuity residual decreased from
8 to 6 in log scale.

4. Regarding to 3., Mr. Peery suggested that the code be run at higher
number of time steps. Some knowledge is required to stop at
somewhere around 5000th time step to manually change the flux index.
If not, the convergence rate will be extremely slow.

5. The Dumpster code was run on Pohost VAX machine without changing a
single statement. The machine stopped at 40 some time steps because
of either overflow or underflow.

6. Both 4. and 5. are for zero swirl case.

7. Mr. Peery agreed early in June to send POPm two versions: one can be
run as is and converge on POPT's computers, and the other is to run a
benchmark problem of the 1-D CD nozzle. He was made aware that my
stay is only very brief, so he agreed to send them within two weeks.

8. When the day arrived, he called to tell us that he was not ready.
Kevin answered the call, I did not call Mr. Peery back.
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App t ,,x s /- zsev,'. Flows in CD /MoZ 4/

Program CDnozzle
dimension r(105),u(105),t(105),p(105),a(105),cC105)
&,resc(105),rsuxn(105),rese(105),eqs(105),avg(105),aMach(l0l)
&,pdp(105) ,ada (105)
nter-70000
kd-l 000
nx-50
nxl-nx+l
dx-l. /nx
dx2=dx*2
ithro-nxl-5
ithrm-ithro-i

c... .under-relaxation parameters.
gar-. 3
gau-.3
gat-.3
gap-.3
convc-. 0001
convu-. 0001
convt-. 001

c... .set Mach-.05 at the inlet.
aMach(l)-.05
pdp(1) -. 9983
rdri-. 9988
tdti-. 9995
ada(i)-.08627

c .......................Mach-.3 entering the compressible regime.
c.............................Mach-i. entering supersonic regime.

ada (ithro) -1.
c... .Mach-1.2

aMach (nxi) -1.2
pdp(nxi)=.4 124
rdrf-. 5311
tdtf-. 7764
ada (nxi)-. 9705

c. . .relevant thermal properties. Reference state is at Mach-.2.
Tref-. 9921*300.
gamma-i .4
ui-.2*sqrt (gamma*287.*Tref)
uis-ui*ui
ra-287*300. /uis
cv-ra/ .4
cp-cv+rs

c... .setup the boundary conditions.
a (1) -1./ada (1)
*r(1)-a (1) *rdri
t (i)-tdti

u (1) aMach (1)*c (1)
a(ithro)-i.

c... .Eventually, all but p(nxi) will be overwritten and computed.
a (nxi) -1./ada (nxi)
r(nxi) -a (nxi) *rdrf
t (nxi) -tdtf

p(nxi)-pdp(nxi) *rs
c(nxi)=sqrt(rs*1.4*t(nxl))
u (nxi) -aMach (nxi) *c (nxi)

c... .setup the initial guess and define the nozzle area.
do 935 i-2,nx

u~i)-~l)+i-l)(u~nx)-u8-14n



935 continue
C....

do 2 iter=l,nter
if (iter.eq. 3) then
epsc-convc* rescM
epsu-convu*rsumM
epst-convt*reseM
endif
rescM-0
rsumM-0
reseM-0

c... .comnpute the density.
do 490 i1l,nx
ip-i+l

rescM-amaxl (rescm, abs (resc Ci)))
490 continue

do 4590 i-2,nx
resr-Cresc (i-l) -resc Ci)) /u(i) -eqs Ci) *a i) / rs*t Ci))
r~i)-r(i)-gar*resr/3

4590 continue
r (nxl) -r (nxl) -gar* (resc (nx) /u (nxl) -eqs (nxl) *a (nxl) / rs*t (nxl) ) )/2

C.. compute u.
do 35 i-l,nx
ip-i+l
avg~i)-.5* Ca(i)+a(ip))

rsumM-amaxl (rsumM, abs (rsum(i)))
35 continue

do 550 i-2,nx
u~i) -u(i) -gau* (rsum~i-l) -rsum~i) )/ C2*r(i) *u(i))

550 continue
u(nxl)-u~nxl)-gau*rsum(nx)/(r(nxl)*u~nxl))

c... .compute temperature.
do 45 i-l,nx
ip-i+l

rese1I-amaxl CreseM, abs Crese (i))
45 continue-

do 650 i-2,nx
t Ci)-t(i)-gat* (rese(i-l)-rese~i)) /2

60 continue
(nxl) -t Cnxl) -gat*rese Cnx)

c..comnpute pressure.
do 655 i-2,nx
irn-i-l
reap-u Ci) *(resc Ci) -resc (in)) +rsum(im) -rsum(i)
p(i)-p(i)-gap*resp/ (avg~im)+avg~i))

655 continue
c... .compute the nozzle area.

do 665 i-2,nx
density-p~i) /(rs~t Ci))
a Ci) -r i) /density

665 continue
density-p Cnxl)/ Crs*t Cnxl))
a (nxl)-r~nxl) /density

C.. ,print out.
if Citer.le.5.or.iter.eq.iter/kd*kd)
&print 102,iter,rescM,rsumM,reseM
if(rescM.le.epsc.and.resuwZ4.le.epsu.and.reseM.ie.epst)goto 333

2 continue
c... finish the iteration ioop.
333 print 102, iter, rescM, rsuxL,reseM

do 545 i-l,nxl
aMach~i)-u i) /c i)



545 continue
print *,' Mach # p density t
&1/a p/(ro)RT U'
do 5695 i-1,nxl
print 1O1,aMach~i),p(i)/rs,r(i)/a(i),t~i),1/a(i),p(i)*a(i)
& /(rs*r(i)*t(i))Pu(i)

5695 continue
101 format(8f10.4)
102 format(I5,5fl2.5)

end
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Appendix c- -P Con,-csor 1/w
program NS2Dl
dimension u(5i,5i),up(5i,51),v(51,5i),vp(5i,5i)
&r(5i,5i),rp(51,51),t(5l,5i),tpC5i,51),p(5i,5i)

&rsum(5i,51),rsvm(5i,51),rescC5i,5i),eqs(5i,51)

&cfu(5i,51),pp(51), py(5i,5i)
nx-30
ny-22
nxp-nx+ 1
nyp-ny+i
nxm-nx-i
nym-ny-i
dx-i00. /nx
dy-i./ny
istp-5
jstp-8
istq-istp+i
jstq-jstp+i

C ...
gar-.
gau-.4
gay-. 5
gpx-. 4

c... .For time accurate computations, set ntime-6, dt-7*dx, and nter-200.
nte r-2 000
kd-20
ntime-l
dt-100000*dx

c.....set the reference statp .. c Machw.i.
aMar-. 1
tdtr-. 9980
ur-aMar*sqrt i. 4*287*tdtr*300.)
ra-287*300. /ur**2
re-ur' .02/i. 5e-S

c...3.et the inlet condition according to the isenitropic nozzle table.
aMai-.05
pdpi-. 9983
rdri-. 9988
tdti-.9995

c... .define auxiliary or convenient vdriables.
inc-nx/iO
dx2-dx*2
dy2-dy' 2
rdx-re'dx
rdy-re'dy.
cofd-2/dx/rdx+2/dy/rdy

c... .specify the inlet condition.
do 205 Jwi,nyp
if~j.gt.jstp) u(l,j)-aMai*sqrt(i.4*287Itdti*300)/ur
r(i, j)-rdri
p (1, j) -pdpi *rs
tCi, j)-tdti

205 continue
c...guess the initial field distributions.

do 310 i-2,nxp
do 310 j-i,nyp

if(J.lt.jstp.and.i.lt.istp)goto 310
r(i, j)-r(i, j)
pci,j)=p(i, j)

310 continue
pref-pCi, nyp)
do 320 iil,nxp
do 320 j=1,nyp
up(i, j)=u(i, j)
vp(i,j)-v Ci, j)



rp(i, j)-r(i, j)

p~i,j)-p(i, j)-pref
320 continue

epac-. 0002
epau-.0005
epsv-. 0001
uflowl-r~l,ny) *u(l,ny) *dy

*... start the computation here.
do 1 itime-l,ntime
print *, 'itime-' ,itime
do 2 iter-l,nter
rescM-0
resuM-0
resvM-0
eqaM-0

* ... specify some boundary conditions.
do 395 j-2,nyp
u(nxp,j)-u(nx, j)
v(nxp, j)-v(nx, j)
if Ci.ge. jstp)p Cl, j)-2*p(2, j) -p(3, J)

395 continue
do 30 i-2,nx
im-i-l
ip-i+1
if Ci.le.istp) then
p(i,jstp)-p(i, jstq) -py Ci, jstq)*dy
r(i, jstp)-(p(i, jstp)+pref) / Crst Ci, jstp))
else
p(i,l)-p(i,2)-.py(i,2)*dy
r(i,l)-(p(iO.)+pref)/(r3*t(i,l))
endif
p (i *nyp) -p,(i #ny)
r(i,nyp)-(p(i,nyp)+pref)/(rs'ti,nyp))
u(i,nyp)-u(i,ny)
reac Ci,nyp)-(-r (im, nyp)'u (im, nyp) +r (i, nyp)bu (i,nyp) )/dAx
&+(-r~i,ny)*v~i,ny))/dy
do 20 j-2,ny
jm j -l
if(i.le.istp.and.j.le.jstp)goto 20
Jp-J+l

c... .compute the fluxes and residuals.
rcnx-(-r(im, j) 'uim, j)+r Cij) u(i, j) )/dx
rcny-(-r~i,jm)'v(i,jm)+r(i,j)*v~i,j))/dy

c... .dif fusion fluxes.
udw-(-u~im,j)+ u(i,j))Idx
vdw-C(-v (im,J) + v (i, J) )/dx
ude-C-.u(i,j)+ u(ip,j))Idx
vde-C-v~i,j)+ v(ip,j))/dx
uds- (-ui,in) +u Ci, j) )/dy
vds-(-~V i, jm)+v(i,j))/dy
udn=(-u(i,j)+ u(i,jp))/dy
vdn-(-v(i,j)+ v(i,jpfl/dy

c... convection fluxes.
if(u~i,j) .ge.0.)then

ucnx-(-r~im, j) *u(im, j) Au~im, j)+r(i, j)Su~i, j) uCi, j) )/dx
else

vcnx- (-r i,J) *u (i, J) *uU,J) +r(ip, j) *u Up, j) Up, j) /dx

endif
if~v(i, j) .ge.0.)then
ucny=(-r~i,jn)*v(i,jm)*u(i,jm)+r(i,j)*v(i,j)au(i,j))/dy
vcny (-r U, jm)*v Ujm) *v U, jm) +r(i, j)*v i, j)*v (i, j) )/dy
else

8-18



ucny-(-r~i,j)*v(i,j)*u(i,j)+r~iijp)*v~i,jp)*u~i,jp))/dy
vcny..(-r(i,j)*v~i,j)*v~i,j)+r~i,jp)*v(i..jp)*v(i,jp))/dy
endif

c...

dpdx- C-p im, J)+p(i, j) )/dx
py(i, j).'py(i, j)-gav*r3VM(i, j)

recCi, j)-tir+rcruc+rcny
rsumn i,J) -tiu- (-udw+ude) /rdx- C-uds+udn) /rdy+ucnx+ucr.ycjpdx
Y:5vm~i,J) -tiv- (-vdw+vde) /rdx- (-vds+vdn) /rdy+vcnx+vcny+py Ci, j)

au~u-absCu Ci, j))
abv-abs(V Ci, j))
uxpvy-s1/dt+u(i, j)/dxc4v Ci, j,/dx
cfrlwuxpvy*uxpvy+l
cfu~i,J)wamaxl~r(i,j)/dt+cofd+r(i,j)*Cabu/dx+abv/dy), .1)
cfv-2*r(i, j) /dy
cful-(r Ci, j)/dx)**2+cfu(i,J)**2
resr-uxpvy'zresc Cij)+eqaCi, j)
resu-r(i,J) /dx'recCi, j)+cfu(i, j) *r~um(ij)

C ...
p~i, j)-p~i, jp)-pyli, jp)*dy
r(i~j)-r~i, j)-gar'resr/cfrl
u (i,j) -uCi,i) -gau'resu/cful
v(i,j)-v~i,j)-gav*CrecCi,j)-resc(i, jp))/cfv

C ...
reacM-amaxl CrescM4,absCr03cCi, jf)
resUMi amaxi CresuM, abs Cr3UMn i, j))
resv*4-amaxl (reVM, abs Crswn~i, )))
eqaM -amaxi~eq3M ,ab3(eq3(i,jf)

20 continue
30 continue
c ... compute the pressure gradient correction.

vout=0
drdt-0
do 345 i-2,nx
voutinvout+ C-r(ionyi)'v Ci, nym)+r (ifny)'v (i,ny) ) dx
drdt-drdt+Cr Ci, j)-rp(i, j) )/dt'dx'dy
uflow-r Ci, ny) 'u i,ny) 'dy
def-gpx (uilowl-uflow-vout-drit) Idy
ppx--cfu Ci, ny) adef
pp i)-ppx'dx+pp(i-1)
p~i, ny)-p(i,ny)+pp(i)

345 continue
if Citer.le.3.or.iter.eq.iter/kd'kd)

& print 101, iter, resc4, resuM, re3Vt4'10,eqsM4,def
if CrescH.1e.ep3c.and.resul4.1e.ep3U.and.resvH.1e.ep3V;

& goto 333
2 continue
333 print 10l,iter, rescM, resuM, resvH*10,eqsM~,def

do 70 i-l,nxp
do 70 j-1,nyp
if~i.1t.istp.and.j-it.jstp)goto 70
rpiU,J) -r U, J)
up U, J) U U, j)
vp U, J) -V U, j)
tp(i, J)-t Ci, J)

70 continue
1 continue

write (13, *) Iro'
do 354 j-ny,l,-l

354 write(13, 102) (r(i,j),i-l,nx,inc)
print *,'u'
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write (13, *) I u'
do 355 j-nyp,l,-l
write(13,102) (u(ioj),i-l,nx~inc)

355 print 102, Cu(i,j),i-1,nx,inc)
write(13,*) 'P/ts'

do 375 j-nyp,1,-l

write (13, 9) 1 v
do 385 J-nyp,l,-i
write(13, 102) (v(i,j),i=1,nx,inc)

385 continue
write (13, ) resc'
do 3905 J-nyp,2,-i

3905 continue
write (13, *) 'rawn'
do 3906 J-nyp,2,-l

3906 write(13,102) (rum(i,j),i-lnx,inc)
101 format(15,5fl3.5)
102 format(l0f8.4)

end
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ABSTRACT

During the ten week summer appointment, we conducted an investigation of the effects of

noncondensible gases on the performance of on-axis rotating heat pipes. Our efforts were divided

in two fronts: experimental and analytical.

On the experimental front we designed and manufactured a rotating heat pipe made

principally of oxygen-free-hard-copper with water as the working fluid. The assembly was isolated

from the working table and electrical motor by using two air bearings. To study the effects of

noncondensible gases some predetermined amount of nitrogen will be added to the working

liquid. The heat pipe's inner wall was tapered at about two degree slope so that the centrifugal

force would help the transfer of the working liquid from the condenser end to the evaporator

end. Several thermocouples were installed both throughout the vapor passage and at the inner

and outer sides of the heat pipe's wall. This will facilitate the measurement of temperatures of

the heat pipe wall and the vapor inside. Accordingly, heat flux through the wall and the amount
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of noncondensible gases may be calculated from the temperature measurements. The

thermocouples are connected to a data acquisition system by a slip-ring. The condenser end,

which is covered by radial fins, is cooled by the aid of a Vortex tube while the evaporator end is

heated radiantly via a set of element heaters.

Although no systematic set of experiments was performed during this period, several sets

of experiments are planned for the follow-up study during the next academic year.

On the analytical front, a dual approach was adopted. The vapor region, including the

effect of noncondensible gases, was solved in an exact manner with a minimal number of

simplifying assumptions. The liquid film, consisting of the working liquid in the condenser and

evaporative regions, was analyzed in a manner similar to pervious reports published by Marto et

al- Then these two solutions were coupled through the interface condition. Of course, the

coupling cannot be satisfied analytically in a way that would result in closed form solutions; rather,

the cot -ling act has to be carried numerically. Again, the numerical solution of the analytical

approach is planned for the upcoming academic year.

Finally, it is planned that the experimental and analytical results be compared with each

other and with those available in the literature.

NOMENCLATURE

a aspect ratio, L/r1

C total moles

c molar concentration

D diffusion coefficient

h heat transfer coefficient in surrounding environment

hfg latent heat of vaporization

10 Bessel function of the first kind and zero order

11  Bessel function of the first kind and first order
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K property group, (3 kATp)/(hfgP2rl W2)

k liquid film thermal conductivity

L axial length of heat pipe

N molar flux

n any integer

P0  constant determining pressure field

p pressure

R dimensionless radial coordinate, r/r1

Re  universal gas constant

r radial coordinate

r 1  inner radius of the heat pipe

T temperature

Ti  interface temperature between liquid film and gas/vapor region

T. temperature of surroundings

t time coordinate

U liquid velocity at condensation and evaporative interfaces

u dimensionless liquid film velocity, Url/D

V molar velocity

x molar fraction

y ln(x 2)

Z dimensionless axial coordinate, z/L

z axial coordinate

Greek Letters

p variable, 64

liquid film thickness

80 liquid film thickness at z=O

I eigen value

V viscosity

z variable, do/dz
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p mass density

4) angle of tapered inner wall

0 angular velocity

Subscripts and Superscipts

1 vapor

2 noncondensible gas

c condenser section

e evaporator section

i interface

00 surrounding environment

INTRODUCTION

A rotating heat pipe (thermosyphon) utilizes the gravity field generated by rotation as a

driving force for the movement of the working fluid from the condenser end to the evaporator

end. This movement is due to the difference in hydiostatic pressure between the condenser and

the evaporator (liquid film in the condenser side is generally thicker than that in the evaporator

side). The difference in the hydrostatic pressure can further be enhanced by tapering the inside

of the heat pipe,

Noncondensible gases exist in heat pipes either intentionally or unintentionally. Gases are

generated in most heat pipes due to chemical processes such as corrosion. Noncondensible gases

are also introduced in the heat pipe as a means of controlling the heat load ("Gas-Loaded Heat

Pipes"). At any rate, even a small amount of noncondensible gases could affect the operation of

the heat pipe considerably. As the working vapor moves from the evaporator end to the

condenser end it also carries the noncondensible gases. Unlike the vapor, the noncondensible

gases camot condense and therefore will pile up at the condensation front. Thereafter, the pile-

up of noncondensible gases will hinder the condensation process. For these reasons, it is
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desirable to understand the behavior of the noncondensible gases, and how and where these gases

build up (find the gas' distribution).

BACKGROUND

Since its invention in 1944, the heat pipe has been used in many situations that require

transfer of heat with a minimum drop in temperature. A special king of heat pipe (i.e. rotating

heat pipe) is one that utilizes rotation to transport the working liquid from the condenser end to

the evaporator end. An extensive survey of applications of rotating heat pipes is icluded in the

paper by Yerkes (1990). Early on, it was realized that a greater thermal control of the heat pipe

can be achieved by adding some predetermined amount of noncondensible gases. These gases will

pile up in the condenser section, thereby reducing the effective area available for condensation.

Gas-loaded heat pipes have been the subject of many studies. The simplest treatment of the

noncondensible gases is reported by Dunn and Reay (1982). It simply assumes that there is a

sharp wall separating the noncondensible gases from the vapor. This resulted in a quick

calculation of the temperature profile along the heat pipe. Next, Edwards and Marcus (1972)

treated the problem as one-dimensional and obtained the axial dependence of the noncondensible

gas distribution. Later, Peterson and Tien (1989) used an integral technique to obtain an

approximate, yet two-dimensional, profile for the noncondensible gas distribution. This was

followed by Chang and Yu (1990) who showed how to get yet higher degree solutions.

Recently some attention has been devoted to rotating heat pipes. The idea is that the

rotation can be used to transport the fluid from the condenser side to the evaporator side. This is

achieved by tapering the inner wall. The liquid condensate flows for two reasons: hydrostatic

pressure induced by rotation and the fact that the inner wall is tapered. Marto (1973) set out the

foundation of treating the liquid flow in rotating heat pipes. He used the technique introduced by

Leppert and Nimmo (1968). They dealt with laminar film condensation on horizontal surfaces

where the only driving force is the hydrodynamic pressure differences.

Daniels and AI-Jumaily (1975) used a Nusselt-type approach for modeling the liquid film

in a rotating heat pipe with no noncondensible gases. Later, Daniels and Williams (1978)
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Baharnah (1980) studied rotating heat pipes with noncondensible gases. In their work they

limited the effect to that of higher pressure due to the added gas and did not offer a rigorous

analysis of the gas concentration profile.

EXPERIMENTAL EFFORTS

The most effective way to define the noncondensible gas front is to find the distribution of

temperatures within the heat pipe. The reason for this is that as the working vapor becomes

mixed with the noncondensible gases (in increasing concentrations toward the condenser end) the

partial pressure of the working vapor will decrease, therefore changing the saturation temperature

of the vapor. If we know how the temperature varies within the heat pipe, we will know how the

partial pressure of the vapor changes. From this, we can then extrapolate the concentration of

the noncondensible gas at various positions within the heat pipe. The experimental apparatus was

designed with the use of this method in mind.

It is important, however, to keep in mind the effects of hydrostatic pressure, due to

rotation, on the vapor pressure. In order to get some idea of the importance of this factor, a

short analysis was done to approximate the increase in hydrostatic pressure at any given radius

from the canter of the heat pipe. The relation was found to bep(O.)/p(o.=O)=exp[( )r,2)/(2RcT)]

using ideal gas assumptions, which were substantiated by the values this relation gives. Figure 1

shows the results of this relation for water vapor. As can be seen, this effect is not very large,

even at very high rotational speeds and large radius. With this knowledge, we were satisfied that

the saturation temperature of the vapor would be within reasonable limits. This gives us a means

of correcting our data for the effects of rotation. Figure 2 is a plot of how this pressure

difference will effect the temperature difference. It was composed with data from standard

thermodynamic tables.

The test rig which we will use is needed by other researchers, so our apparatus had to be

designed in modular form so it could be easily installed or removed when the time came for data

collection. The test module is built around a foot-long thermosyphon cylinder. Figure 3a depicts

the heat pipe while Figure 3b shows the overall test assembly. This cylinder has a two degree

9-6



internal taper to drive the working liquid, which is methanol. The condenser end has radial

external fins to increase the wattage the condenser can handle. We decided against axial fins for

several important reasons, which will not be detailed here. There are also several slots and holes

machined into the exterior of the cylinder; these will accommodate thermocouple wires.

Each end has a series of flanges to facilitate easy dismantling for such things as refilling,

cleaning, and servicing internal components. These are parts 2-7. Many are sealed with O-rings.

Parts 2 and 4 have axial grooves, which are part of the thermocouple wire system. Part 6 is

unique, with a diametral groove to channel the wires from the exterior of the module to the

interior of the shaft, to be taken out of the module. Part 8 is the bearing interface, and is the

piece which allows the apparatus to be truly modular.

Parts 9-11 connect together inside of the chamber to lend structural support to the

"thermocouple tree" (part 11). Part 10 is the fill tube, and is welded to part 5. Part 9 is merely a

coupler which allows 10 and 11 to connect with one another. The thermocouple tree is the

means of getting temperature data from the inside of the thermosyphon. It is a straight copper

tube with two rows of branches along its length at 180 degrees. This serves as a conduit for

thermocouple wires inside the thermosyphon. Various configurations of branches will be used in

order to accomplish the goal of mapping the temperature distribution within the heat pipe.

Temperature data is taken out of the rotating module by means of a slip ring assembly.

The wires are channelled into the shaft (part 14), through the bearing, through the slip ring

adaptor (13) and finally to the slip ring itself. The readings are then recorded on a Fluke data

acquisition unit.

Heat is supplied to the system by two clam-shell heaters, which will be contained in an

insulated heater housing. They have a maximum heating capacity of 800 W, which is high enough

for methanol.

Cooling at the condenser end will be accomplished with cold air. A Vortex tube forces

cold air into a small chamber, which is within a plexiglass cooling box (similar in design to the

heater housing).
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There are three ways to estimate the heat load of the system. The first is simply to note

the amount of power supplied to the heater. The second is to measure the total heat flux at the

evaporator wall. The thermocouples are embedded at different depths in the evaporator wall in

order to establish a temperature gradient. This will give an estimate of the conductive heat flux.

Lastly, and probably the most accurate, is the measure of heat convected out by the air flow in

the condenser. Flow-rate will be measured and air temperatures monitored to get an overall rate

of heat removal. We are in the process of calibrating the slip ring for inaccuracies due to

temperature and rotation speeds of the slip ring itself.

The test will be driven by a 2 hp electric motor through a tuned shaft. We are therefore

limited, at the moment, to conducting tests at fairly low speeds (up to 3000 rpm). It is our hope

to eventually acquire the means to run our test at much higher speeds (20.000) to better simulate

aircraft operating conditions. It was for this reason that our apparatus was made much stronger

than is necessary for our tests. Data will be taken while varying several different parameters;

these include rotational speed, amount of noncondensible gases, and heat load.

Due to a great deal of out-of-house machining, and the failure to get the air bearings

shipped in time, the test is not yet assembled. This will be accomplished over the course of the

coming academic year. Bryan Martin will work on this project as the topic of his masters thesis

and will maintain close contact with this laboratory, making return trips whenever possible.

ANALYICAL EFFORTS

As mentioned before, the analytical approach consists of modeling the vapor/gas region

and ,he liquid film separately. Later the two solutions are coupled through the interfacial

matching condition. Figure 4 shows the two different regions.
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VAPOR/GAS SOLUTION

In the absence of chemical reactions, the equation governing the molar concentration is

written as

+ V(N2) = 0

where c is molar concentration, t is time, N is the molar flux, and subscripts 1 and 2 represent

vapor and gas. Assuming steady state, the governing equation reduces to

V(N2) = 0 (2)

Since N2 is zero at all boundaries, it can be shown that the only acceptable solution is

N2 = 0 everywhere (3)

The molar flux N2, however, could be related to the mixture velocity as

N2 = xcV - cDV(x2) (4)

where x is molar fraction, V is velocity, D is diffusion coefficient, and variables with no subscript

represent those for the vapor/gas mixture. Equations (3) and (4) may be combined to solve for V

as

V = DV(lnx2) (5)

This equation and the continuity equation

V(V) = 0 (6)

result in a conduction-type equation that governs the molar fraction for the gas.

V2(y) . 0 (7)

where a new variable has been defined, mainly for convenience, as

y = ln 2  (8)

Finally, the molar fractions fbr the gas and vapor are related as

xt + X2 = 1 (9)

Equation (8) may be solved to obtain molar fractions for the vapor and gas. Having the molar

concentrations, then equation (9) may be used to obtain the molar velocity of the mixture at any

point. Next, assuming inviscid flow, the pressure of the mixture is obtained from potential flow

considerations as
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p = PO - _ (10)
2

where P0 is an arbitrary number. The determination of the constant P0 will be discussed later.

BOUNDARY CONDITIONS

Figure 5 shows a schematic of the vapor/gas region including the coordinates. The vapor

molar flux may be written as

N1 = xtcV - cDV(xl) (11)

The molar velocity is related to the molar fluxes as

cV = N1 + N2  (12)

Substitution of equation (12) into equation (11), considering that N2 =0, and rearranging results in

cDVx,
N = -X (13)

Or in terms of x,

cDVx,
N l  X2 cDVy (14)x2

At the evaporative boundary, we can write

N1 = cDVy = -cUe (15)

or

= Ue (16)
C.~

Similarly at the condensation boundary,

UC (17)

At all other boundaries the conaition is that of no mass transfer, that is
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( )r=ri =0 (18)

The symmetrical boundary condition at r=0 is written as

( )r=O = 0 (19)

The velocities Uc and U. are related to the rate of cooling and heating at the condenser and

evaporative sections. Figure 6 shows the schematic of a simple model that describes these

sections. The rate of heat transfer can be related to the velocities U as

Ti'c-T.,c

I 8C (20)

hc ke
PeU)fg =T.,e-Ti,e (1

18e (1

hle kTe

where hfg is the latent heat of vaporization, T, is the temperature of the liquid film interface, T. is

the surrounding temperature, h is the outside heat transfer coefficient, 5 is the liquid film

thickness, and k is the liquid thermal conductivity.

SOLUTION FOR y

The governing equation (7) and boundary conditions (16-19) can, in principle, be solved

by separation technique. Assuming circumferencial symmetry, the governing equation reduces to:

-. Y 1y (22)&2 r&

We may switch to a dimensionless set of variables such that

Z=z/L R =rir1  a =L/r I  (23)

The dimensionless governing equation can be written as:
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-21
2Y + a21 -(R y ) = 0 (24)
az2  R aR aR

The variable y can be separated such that

y(R,Z) = YR(R) yz(Z) (25)

The governing equation may now be separated as

I 4z a2  d (RdYR. _2 (26)
Yz dZ2  Y WR- d

with the following homogeneous boundary conditions

YZ = 0 at Z=O and 1 (27)

and

dyf?
-= 0 at R=O (28)dR

The separate solutions are

YZ= (const.) cos(XZ) (29)

where the eigenvalue I is obtained from

X = tn n= any integer (30)

and

YR = (const.) I0(-R) (31)

a

Therefore

y = E AnIo(nR) cos(n nZ) (32)
n=1

The constant A is calculated by satisfying the interface condition at the condenser and evaporative

sections. The interface condition is written as

)R~t = u(Z) (33)
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where

u(Z) = -Uer  for O<Z<5L (34)
D L

Le L
u(Z) = 0 for -<Z<I-L. (35)

L L

u(Z) = U-- t or 1-L <z<l (36)
D L

The remaining task is to expand u in terms of a series of Bessel functions.

UPZ 2q'u(C)cos(nnC)dC} cos(nitZ) (37)
n=l d

The constant A can be found by comparing equations (37) and (32) and substituting in equation

(32) to get the final result for y as

y(R,Z) -0 J( c n )dTt (38)

n=1 litt tilt a

a a

Since all the boundary conditions resulting in equation (38) were of the second kind, an arbitrary

constant could be added to the solution. Using equation (8), the molar ratio for the gas may be

written as

x2(R,Z) = (const.) ey(RZ) (39)

This constant may be obtained by checking the inventory of the noncondensible gases

2rrILJ 0 (const)e(R Z)cdRdZ = C2  (40)

where C, is the total number of moles of the noncondensible gas in the heat pipe. Calculating

the constant from equation (39), replacing c by p/RCT where R. is the universal gas constant, and

substituting it in equation (38) yields

x2(RZ) = C2 y(RZ) (41)

2r,, L f' Iley(RZ)(P ,jdRdZ1 JO 0 Rc7
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where y is calculated from equation (38).

SOLUTION FOR LIQUID FILM

The governing equation relating the rate of heat transfer to the rate of change in the

liquid film thickness is taken from Marto et al., and is written as

k(r1 +zsin4)AT d " 2 2. . d8 8 +zsin (42)
hL2tr +zsinosin-cos-.)-(- 1 z

where variables without subscripts are now those of the liquid, 4 is the angle of the tapered inner

wall. w is the angular velocity of the heat pipe, and V is the viscosity. Assuming rt>>zsin4),

equation (42) may be rearranged to

a d (sin4)-cos4 d) = K (43)

where K is a dimensionless group defined as

K= 3kATVa
K ) ,, (44)

hjgp'r Id

This equation (42) may be rearranged as

3 sin - I cose P1/4 d21 K (45)
4 dz 4 40 2

where p=64. This equation cannot be solved in its present form. However, a change of variable

such as

do (46)
dz

will make a solution viable. The new form of equation (45) is written as

sin4 -cos d/ = K (47)do d3/4

Rearranging equation (47) results in
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d(e) = co5s Zd
4 -K-sin# t (48)

3

This equation can be integrated to solve for the liquid film thickness. The boundary conditions

for 5 are

d =tanp, 5 =5 0  at z=O (49)

The first condition is derived from the fact tha: at z=O there would be no liquid flow These two

conditions in terms of Z and PI become a single equation, which is

4 a =0 (50)

Equation (48) now can be integrated us;ng boundary condition

3 3 cos# 4K 4/3K-sini Z
- + 1 (54 K )

41 sin~i 3sin-2 i 413K

A closed from solution in t'rms of 5 and z cannot be obtained. Once 5 vs is obtained from

equation (51), may be related to 5 and z from

= 4 - _  (52)
dz

This is a versatile equation: it can be used with heating (evaporative free surface), cooling

(condensing free surface), or insulated wall (no mass transfer at the free surface), by using a

positive, negative, or 0 value for AT.

SOLUTION METFHODOLOGY

In the p. wious sections, analytical solutions for the vapor/gas region and liquid film have

been obtaincd. 1, - twt- - lutions are related through the thermodynamics of the interface. An

overall closed form and analytical solution is not possible due to the complex nature of the

analytical results and the thermodynamic relation that relates the local molar fraction of the vapor

to the vapor,liouid film interface temperature. Numerical results, ho~c,,er, can casily bc obtained.
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An iterative procedure is unavoidable, due to the nature of the nonlinearities in the problem.

One possible iterative scheme is listed below:

1) Guess an initial Uc and U., realizing that to achieve steady state the mass balance dictates

that the vaporization mass should be equal to the condensing mass.

JL PeUedZ L pcUcdz (53)0J LLc~ccZ

2) CalcLlate u(Z) from equations (33)-(3 2)

3) Calculate y(R.Z) from equation (38).

4) Calculate x2 from equation (41).

5) Calculate x, from equation (9).

6) Having x2, the partial pressure of the vapor may be calculated from P2=x2P.

7) Thc liquid film-vapor interface temperatures T I,c and T,e may now be calculated from

thermodynamic tables.

8) The temperature difference may then be calculated as

A T = T.',e-Ti e  or AT = TIc-T., (54)

9) The liquid film thickness 8 is calculated from equation (51).

10) The velocities Uc and U. can now be calculated from equations (20) and (21).

11) Check if calculated 'alues of Uc and U, are close to the guessed values? If yes, stop the

iterations; if not. Yo back to step 1.
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FUTURE DIRECTIONS

This subject has barely been touched. The combination of noncondensible gases and

rotation has not been fully investigated before. The same combination is also responsible for the

complex and interesting phenomenon at hand. Since no extensive result has been obtained here

due to limited time and the scope of the project, more work will need to be planned for the

future. Among the activities proposed for the future are:

1) Perform analysis for the case of no tapering. Because the heat pipe might be

rotating very fast (up to 30,000 rpm) it is suspected that tapering is unnecessary for

liquid transport. A thicker liquid film at the condensate section and a high

centrifugal force might generate enough hydrostatic head to supply the necessary

liquid flow.

2) Following the analysis in (1) above, numerical results should be obtained and

presented in terms of plots and tables.

3) Numerical results will be obtained for the concentration of the noncondcnsible gas.

These results will be coupled with those obtained by Edwards, Tien.

4) Overall results will be obtained in which the solutions of the vapor\gas region and

the liquid film are coupled. These results will be compared with those available in

the literature -- possibly those of AI-Jumaily (1973) and Williams (1976).

5) Experiments will be conducted. The data will be compared with those results

obtained here and those by Edwards and Marcus (1972) and Peterson and Tien

(1989).

6) A comprehensive computer program which accepts a few input parameters such as

angular revolution, system pressure, and amount of noncondensible gases and

solves for rate of heat transferred and the temperature profile in the heat pipe is

desirable.
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7) Upon examination of the experimental data and analytical results,

recommendations will be made for better designs and more efficient analytical

treatment.

8) The possible effect of ultra high revolutions on the performance of the gas-loaded

heat pipes is not that clear at this point. Future experimental efforts aimed at

investigating this are recommended.
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MEASUREMENTS OF DROPLET VELOCITIES AND SIZE

DISTRIBUTIONS IN PRESSURE/AIR BLAST ATOMIZER

by

Richard S. Tankin

Abstract

A phase doppler instrument was used to measure droplet sizes and
velocities in a water spray. This nozzle consisted of a hollow cone water spray
and two swirling, concer,.ric air channels. The water flow was maintained at
2.75m!/sec; and air flow was either zero or 4089 m!/sec. Horizontal traverses
were made across the spray near the sheet break-up region. With no air flow,
the traverse was made at 10mm from nozzle; with air flow, the traverse was
made at 5mm from the nozzle. More than 140,000 samples were taken in each
traverse. The results show that the spray is axially symmetric which is
important for the planned theoretical analysis. A new procedure is being
developed to analyze the data. This required collecting the raw data and then
placing them in velocity (two components) and diameter bins. When using this
proc'cdure, there will be no restriction on the size of windows used during the
collection of the data. This is an improvement on the procedure that was
developed two years ago to analyze spray data from a pressure atomizer.
Measurements were also made on a spray that was driven by a piezoelectric
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I. INTRODUCTION

Gas turbines in nearly all cases utilize liquid fuels. These fuels must be

delivered as small droplets to the combustion zone if efficient combustion is to

occur. The prz-zess by which these small drops are formed is called atomization.
The method of achieving atomization is varied and not a topic for consideration
in this study. In this study the droplet distributions from a pressurelair blast
atomizer a."e examined. The liquid spray discharges from the nozzle as a liquid
sheet which breaks up downstream to form droplets. Surrounding this liquid
sheet are :wo concentric, swirling air flows.

It is important to determine the spray characteristic if one hopes to

c-rre!ate different sets oi experimental data, compute numerical simulations,
determine droplet trajectories, etc. In the past, these characteristics were
limited to drop size disLribution, patternatiop, cone angle, dispersion, and
penetration. For example various techniques have been used to determic dihe

drop size distribution - photographic, optical, collection devices, etc. Each of
these techniques have very limited capabilities. The Malvem technique obtains a
size distrbution ^hat is integrated over the optical path length. To determine
radial distributicn re% -ires the use of Abel inversion. Dense sprays, or

asymmetry can complicate this technique. Recently, .new instrument (Phase
Doppler/Particle Analyzer) has been developed which simultaneously measures
the droplet size and two velocity components. Also a new method for analyzing

the droplet distribu.tions - using the principle of maximum entropy - has been
propo3ed.

Ia. INSTRUMENTATION

A highly sophisticated instrument was developed by Aerometrics which is

Lapable of optically measuring the sizes and velocity of droplets. This method
util'zes light scattering techniques, and consists of a transmitter, receiver, signal

processor, computer and laser light source. The transmitter has a beam

expander which reduces the size of the measuring point - which in our case is
about I x 10-4cm 2.Thus excellent spatial resolution is achieved. Since the

detectors in the ieceiver unit are photomultipliers (three), the response time of
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this instrument is very short. Signals from individual drops can be processed and
the data transferred to compuler memory in 20 lisec. For the operator, an
important aspect of this system is the software -,ogram associated with the
signal processor. As data are being collected and stored by the computer, they
are presented in bar graph form for the operator to observe. After a selected
number of droplets are collected, a listing of pertinent data - such as attempts,
validations, corrected count, probe area, mean velocities, D32 etc. - are
displayed. The bar graphs consist of particle size counts, and velocity
distributions. A typical example of such a display is shown in Figure 1. Although
this instrument is a self contained unit, it requires a skilled operator to accurately
collect data. The operator has to set the photomultiplier voltages, windows for
the size and veiocity distributions, velocity off-set, etc.

Last summer at Wright Patterson Air Force Base , I collected similar
data. However a major portion of that summer program was to analyze the size
and velocity distributions from a single column of drops (Rayleigh problem).
This surmer we carefully measured the size and two components of velocity
(radial and axial) of a pressure atomizer including the effects of high velocity,
concentric, swirling air. This is a very complicated flow and if we can
successfully predict the size and velocity distributions for this nozzle in a swirling
air environ-ment, we have made a major step in analyzing an air blast nozzle.

lb. THEORY

The concept of infonration entropy was developed by Claude Shannon
(1948), and Jaynes (1957) later extended this concept into the well-known
method of maximum entropy formalism. This formalism can be applied to
problems involving probabi'ity, i.e., where insufficient information is available to
obtain exact solutions. W. have applied the maximum entropy formalism to
liquid sprays in which we predicted the droplet size and velocity distributions.
Since the application to this problem has been adequately discussed by several
researchers - Kelly (1976), Sel!ens and Brzustowski (1985, 1986), SeIlens
(1989), and Li and Tankili (1987, 1988, 1989), it will not be necessary to develop
the background material on.:e again ( for details, see Li 1989). The data
colleced in this study will be examined using the naximum entropy principle.
There have been four papers in which comparisons between maximum entropy
iheor- and me; urernents exist, in one, Li and Tankin (1988) used data that
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were obtained from holographic and photographic methods. Thus these results
were limited to size distributions. Sellens (1989) used a phase doppler instrument
to obtain data and make comparisons with theory. However in this study there
are some inconsistencies and the experiments are questionable (see Li and
Tankin, 1989). A recent paper by Li, Chin, Jackson, et al (1991) contains
measurements of size and velocity (one component) distributions. These data
were taken over the entire spray cross section and the experimental data were
compared with theory. Agreement between theory and experiments is
reasonable good. In another study by Chin, LaRose, Jackson at al (1991)
comparisons were made between theory and experiments for an array of drops
formed from the breakup of a liquid column. Again there is good agreement
between experiments and theory. Recently it was determined that when
conservation of momentum in the axial and radial directions are uesed in the
maximum entropy principle, the appearance of a bimodal size distribution is
predicted (Chin and Tankin, 1991). The occurence of this bimodal distribution
depends on the values of the source terms in the theory. It would be a
significant step in the development of the theory if bimodal distributions are
observed experimentally.

11. OBJECTIVES OF THE RESEARCH EFFOT

In the present study we examined the following:
1. A new computer program needed to be developed which can

process the data which is obtained at many spatial locations in the spray. Prior
to this new program, we were restricted to collecting data at specific window
settings of the PD/PA instrument.

2. Determine if a bimodal size distribution is observed
experimentally for a pressure atomizer for particular flow rates which
correspond to the predicted values.

3. Operate the pressure atomizing nozzle in the presence of high
swirling air flow. This has the effect of converting the pressure atomizer into an
air assist atomizer.

4. Determine the effects of a piezoelectric unit which imposes a
disturbance on the spray of a pressure atomizer.

The nozzle used in this study was provided by Allison Corp.
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M. RESULTS OF THE RESEARCH EFFORT:

A. Computer Program to Handle the PDPA Data

In earlier tests Li, Chin, Jackson, et al (1991) the window for the droplet
size measurement was restricted to integral multiples; the maximum diameter
equal to either 300 microns or 150 microns. Those droplets in the bins of the 150
micron window were then resorted in the bins of the 300 micron window. With
intregral multiple windows it is relatively easy to determine the relationship
between bin300 and binl5O. However the requirement that the window be
integral multiples puts restrictions on the PD/PA measurements. To circumvent
this problem a computer program is being developed at Wright Patterson Air
Force Base which can handle any variety of window sizes.

At the beginning of this summer study, a computer program was written
by J. Stutrud that takes the data (in bin form) from the PD/PA (short form) and
sorts the data in bins created by the programer. These bins are a three
dimensional array ( diameter, velocityl and velocity 2). A problem occurred
when the PD/PA data is resorted in this manner. Since the bins in the PD/PA
short form do not match the bins in the new program, an oscillation appears in
the final distribution plots. A typical example is shown in Figure 2. To eliminate
this problem, raw data from the PD/PA, which is not in a bin format, is collected
and stored on a floppy disk. Then this raw data is read into the new computer
program. The results obtained using this program are smooth and more accurate
plots than prior plots (see Figure 3.).

B. Experiments

We have had success in comparing experimental data with predictions for
a pressure atomizer operating at normal operating conditions ( Li, Chin, Jackson
et al, 1991) an,' for a column of liquid which breaks up into a single column of
droplets (Chin, Jackson, et al, 1991) This summer, we were interested in
determining whether a bimodal size distribution could be obtained experimentally
that would match our predictions (see Chin and Tankin, 1991). Another aspect of
this summer study is measure the effects of high velocity air flow on the spray.
These measurements were carried out where the air flow rate (4089ml/sec) is
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approximately 2,000 times greater than the water flow (2.75ml/sec). The air flow
has a very significant effect on the Sauter mean diameter, radial and axial
velocities. This is a hybrid air assist pressure nozzle. We are interested to see if
the maximum entropy principle will predict these results. If we are successful in
predicting these distributions, this will be a major step toward examining an air
blast nozzle.

In Figure 4 are the normalized profiles for the Sauter mean diameter (D32)
and axial velocity for water discharging from the Allison nozzle at 2.75ml/sec
into still air. The sheet region, where D32 and the axial velocity are maximum, is
relatively thin. The negative axial velocities are due to the recirculation that
forms within the hollow cone spray. This region extends from 0 to 7.5mm. We
have excluded this region when the velocity and size distributions are computed.
As an aside, if the entire profile had been used, the effects of the recirculation
zone on the size distribution is negligible. This is because the ring areas for these
interior regions are small and the time for collecting the 5,000 drops are reiatively
long. The resulting size distribution exhibits a bimodal distribution as seen in
Figure 3.

In Figure 5 are the normalized profiles for the Sautei mean diameter (D32)
and axial velocity for water discharging from the Allison nozzle at 2.75ml/sec
into a swirling air environment (4089 ml/sec). In comparing Figure 5 with Figure
3, there is a significant difference. The spray in the presence of swirling air is
spread over a much wider area (the sheet region is not nearly as well defined),
the axial velocity is significantly greater, and the Sauter mean diameter is
significantly smaller (not shown on normalized plot). If should be added that the
measurements with air were made 5mm from the nozzle exit, and those into still
air were made at 10mm from the nozzle exit. In the analysis of the air assist
data, we excluded the region from the centerline to 2.5mm because we
considered this to be a recirculating zone. Again, if included, it would have
insignificant effects on the size distribution. The resulting size distribution is
shown in Figure 6.

Figure 7 is a traverse of the spray in which D32 is compared for a spray
that is piezoelectrially driven and one that is not driven. In Figure 8 are the
measured axial velocities for the driven and undriven sprays. One can readily see
that the distributions for the driven spray are much broader than those of the
undriven spray. D32 is significantly smaller in the case of the driven flow; and the
axial velocity is somewhat larger. Before drawing conclusions, it is necessary to
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further analyze this flow - determining the probability distribution functions. It
may be that the piezoelectrically driven flow may have the drops redistributed
without significantly effecting the probability distribution function.

IV RECOMMENDATIONS

The necessary experimental data have been collected and stored on floppy
disks. Most of the reduction of the experimental data has been completed.Since
this nozzle was supplied to us by Allison Gas Turbine Division; we will report
our results to them, through Wright Patterson. If we are successful, which I
think we will be, in modeling this nozzle forlow flow rates, then we will extend
the data to higher water flow rates and various air flow rates. Having gained
experience in the taking the experimental data and modelling the flow, we will
be in a position to study an air blast nozzle.
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TRANSIENT EFFECTS IN GLOW DISCHARGES
USING THE GEC REFERENCE REACTOR

Dr. Fred V. Wells
Associate Professor
Idaho State University
Pocatello, ID 83209

Abstract

Transient effects in pulsed rf (radio frequency) excited Ar, He and

N2 plasmas were investigated in the GEC (Gaseous Electronics Conference)

reference reactor. The build-up time constant for the DC bias on the

order of 50 to 300 4s for Ar and He and 1 to 3.5 ms for N2. This time

constant was a function of the coupling capacitor which provides a

measure of the time scale for breakdown and establishment of the

resistive component of the discharge for the gases studied. On

switch-off, a fast decay depending on the pressure and power was

observed in addition to a slow decay that is due to the circuit time

constant was observed for all the gases.

Introduction

The phenomenon of breakdown and conduction of electricity through

gases has long been of interest to mankind. Perhaps the "modern" era in

the study of gas discharges began in the early 1.700's with Van

Musschenbroek's work on electric sparks and Franklin's interest in the
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natural phenomenon of lightning. Investigations of gaseous discharges

during the 1800's by Plucker, Crookes, J. J. Thomson, Lorentz and Zeeman

to mention only a few led to fundamental advances in electromagnetic

theory and modern atomic theory. It is noteworthy that in many of the

experiments gas discharges were not the subject of investigation, but

rather a means of producing and studying other phenomena. Many of the

fundamental mechanism involved in the gas discharge remained

unexplained.

In the early part of the 20th century, gas discharges were a

significant and necessary component in development of electronic devices

that characterize contemporary society. The advent of the computer

revolution beginning roughly about 1970 has only given increasing

importance to understanding fundamental processes involved in gas

breakdown and discharge. In our contemporary high-tech society, gas

discharges are utilized more extensively than ever before in the area of

materials preparation and processing. Continued research is essential

if we are to remain competitive in the world market place and maintain

our strategic position in the world economic and political arena.

It is interesting that while the study of gas discharges has

contributed much to our body of scientific knowledge, only recently has

technology advanced to the point where instruments have the capability

to measure many phenomena of interest. Indeed, it is only recently that

advances in the micro-electronics industry have led to the production of

instruments that are ideally suited for the investigation of transient

phenomena in rf excited discharges.
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In addition to investigation of fundamentally important phenomena

involved in gas break down and sheath formation, modulated or pulsed

discharges have been shown to have a profound effect on processing and

material deposition characteristics (1). For example. the band gap of

amorphous silicon deposited from silane decreases when a pulsed

discharge is used. This appeats to be due to decreasing "dust"

formation and the resulting decrease in pinholes (2, ?). Both electron

density and the plasma chemistry are a function of th~e modulation

frequency. The electron density between 10 and 5000 Hz increases to a

maximum of 3 times that of the continuous wave discharge. This results

in an increase in negative ion density. Alteration in the microscopic

and macroscopic characteristics indicates that further investigation in

modulated rf excited discharges is warranted.

Experimental Methodology

All of the experiments described in this report were conducted

using the GEC reference cell which has been described in great detqil

elsewhere (4). Briefly. the stainless steel chamber contains two 4 inch

diameter aluminum electrodes that are mounted on alumnia insulators.

The electrodes have a 1 inch space between them. The chamber is kept at

low pressure by a cryo pump when not in use. When in use the chamber is

pumped with a molecular pump which has a membrane fore pump. The

pressure is monitored with MKS baratron (0-2 torr).

An ENI LPI-10 rf amplifier is capacitively coupled to the upper

electrode with no impedance matching network. The rf amplifier signal
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input is provided by an HP 86573 frequency synthesizer which has the

capability to modulated by. an external TTL pulse. Typically, the

modulation was at 10 Hz. Current and voltage waveforms were obtained

using a Pearson 2878 probe and a Tektronix P6015 voltage probe (1000:1).

Both waveforms were stored in either a LeCroy 9400 or a LeCroy 7200

digital oscilloscope. The current and voltage probes were placed at the

working electrode after the coupling capacitor.

Results

A considerable amount of data was obtained on three gases, Ar, He

and N2 . Complete data a.nalysis is still underway and will continue for

some time. The results presented here will focus upon the methods of

analysis for a limited amount of the data.

The onset of gas breakdown is readily observed in the ,scillo:cope

traces (Fig. 1). Figure I is digitized oscilloscope waveform for

current and voltage for a 13.56 MHz rf input. It covers a time period

of 200 ps (about 2700 periods) and consists of about 40,000 data points

for each of the current and voltage waveforms. While the individual

sine waves have been compressed to the point where they are not

resolved, these waveforms show the overall process. Upon gas breakdown a

decrease in the voltage amplitude with concurrent increase in the

current and the development of the negative DC bias are observed. In

t .e case of an argon plasma at 1.0 torr with an applied potential of 100

V, the current i-reases from 6.95 to 7.90 ampere from the time of break

down to about 30 gs into the fully established discharge. The current
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sine waves have been compressed to the point where they are not

resolved, these waveforms show the overall process. Upon gas breakdown a

decrease in the voltage amplitude with concurrent increase in the

current and the development of the negative DC bias are observed. In

t .e case of an argon plasma at 1.0 torr with an applied potential of 100

V, the current i'-reases from 6.95 to 7.90 ampere from the time of break

down to about 30 gs into the fully established discharge. The current
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appears to remain essentially constant after the first 30 As beginning

at the onset of discharge. The voltage waveform exhibits a simultazeou_

decrease in amplitude from 363 volts to approximately 290 volts during

the same 30 As period of time. In contrast the voltage under-,oes slight

changes in amplitude during the period 30 to 200 As. The plasma appears

to begin establishing a negative DC bias at the onset of discharge with

the full DC bias established only after a period of in excess of 200 As

has elapsed.

.All three gases exhibited the same general phenomenon. The "time

constant" for establishing the DC bias on the order of 50 I.o 300 As for

Ar and He and 1 to 3.5 us for N2. This "time constant" was a function

of the coupling capacitor which provides a measure of the time scale for

breakdown and establishment of the resistive component of the discharge

for the gases studied. It should be noted that these "time constants"

were obtained by setting cursers on the oscilloscope to measure the time

required to establish 70% of the DC bias., While these initial "time

constants" are useful for a quick comparison, a more in depth analysis

is necessary.

In order to determine if the curves that describe the

current-%-Itage characteristics and the development of the DC bias are

true RC time constant., it is necessary to show that the curves can be

described by exponential functions. Curve fitting was accomplished

using a variation of the nonlinear least squares algorithm by Marquet,

Fitting the os'-illoscope traces in a piece wise manner to a Fourier

series allows one to determine the I-V amplitudes and the magnitude of
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the DC bias as a function of the extent of discharge. This analysis

completed for a several plasmas as a function of gas. power and

pressure.

The DC bias as a function of the extent of discharge for argon and

helium plasmas at 0.5 torr with 300 volts excitation applied are shown

in Figs. 2 & 3. These plots show characteristics that are common to

most of the conditions examined. In general, the entire curve can not

be described by a single exponential function. This becomes more

pronounced at higher power levels which required in some cases a 3 term

exponential function to adequately describe the data, The DC bias curve

for Ar plasmas at higher powers and higher pressures (0.5 torr and

above) always fall rapidly to a minimum then slowly rise to the final DC

bias potential. In contrast, none of the helium plasmas exhibited a

minimum in the DC bias curve even at the highest powers and pressures

examined. While one might suggest that the behavior exhibited by argon

is possibly due to nonlinear behavior oi the rf amplifier at higher

powers, it remains to be explained why this does not occur for helium at

high powers as well.

An approach which might provide meaningful results would be to do a

piece wise fit throughout the establishment of the discharge This

approach would adequately describe a situation where as the gas breeks

down conductivity is constantly increasing during the establishment of

the discharge and would be characterized by a constantly changing time

constant. However, this approach may not adequately describe plasmas

that exhibit a minimum in the DC bias vs extent of discharge curve since
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one would not expect to observe a discontinuity in this constantly

changing time constant.

Since transient effects in helium plas&ks appear to be less

complicated than in argon plasmas, the more extensive examination of

this data was chosen as the starting point. At low pressures and

powers, the DC bias vs extent of discharge curves were adequately

described by a single time constant. As pressure and power increased,

two and the three term exponential functions appear to adequately

describe the data (Fig. 2-4). To examine the effects of pressure and

p-wer on the development of a glow discharge, the initial time constants

vs applied excitation voltage were plotted (Fig. 5). The general

characteristics of these curves, that the time constant decreases as

pressure decreases and as power increases, appears to be vaiid for all

three gases,

The voltage and current amplitudes for the early pfrt of the gas

break down has been examined for the argon discharge a: 0.5 torr witL .-n

excitation voltage of 300 volts (Fig. 6)., The initial current is 17.4"

ampere and the initial voltage is 695. In order to over lay the plots,

a constant value was subtracted from both current and vottage, Both

curves can be fit to a time constant of about 7 As, though it should be

noted that this constraint was imposed in the fitting process.

When the rf excitation is switched off, the DC bias follows 1i

exponential recovery, The time constant for this recovery is largely

governed by the external circuitry, i.e. the coupling capacitor and any

external resistance to ground. For example, connecting the working
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electrode to &round through a 20 kQ resistor provides a time constant

consistent with the product of the coupling capacitance with the

external resistance. Pulsed rf excited plasmas may be very useful in

semiconductor processing where the magnitude of the DC bias impacts upon

device characteristics. The effect of modulation frequency vs DC Bias

voltage is shown in Figure 7.,
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SIGNAL PROCESSING FOR HIGH SPEED VIDEO TECHNOLOGY

Eugene F Chenette, Professor
University of Flida

Graduate Engineering and Research Center
Eglin Air Force Base, Florida

This report presents the results of several experiments on the
characteristics of video signals and of the performance of electronic systems
used to process those signals. High Speed Video Technology has the potential
for providing new and innovative tools for scientific and engineering research.
Electronics components and systems capable of performing at the rate required
for HSVT are only now becoming available. The need for large area high
resolution imagers was one of the early prime movers motivating intensive
resea, h to build silicon with dimensions precisely controlled at the micrometer
and submicrometer level. And the development of imagingj arrays with multi-
millions of pixels, with every pixel operating, and the dimensions of every pixel
sensibly identical is one of the great achievements. The bottom line is that an
HSVT camera meeting all of the requirements defined by WL/MNGI can be built.
Building it will develop an engineering knowledge base that will be of value for
many years.

Introduction:

Tnis report presents the results of recent experiments related to the

problem of dealing with the tremendoLs amount of data which will be produced

by an operating High Speed Video Technology (HSVT) camera head. The

definition of HSVT, in the context of this report, is a video system capable of

megapixel resolution with frame rates on the order of 1000 frames per second.

To help explain the difficulty of the technical problems involved, this is a system

with video resolution comparable to that of commercial High Definition

Television (HDTV) with data rates more than 30 times faster than those of

HDTV.

One of the important applications proposed for HSVT has to do with
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measurement of motion durng the first few seconds following release of a

weapon from a fast moving airplane. Workers at Wright LaboraoIes/MNI at

Egin Air Force Base have established that this application requires video

resolution of at least 1024(H) by 512(V) picture elements (pixels); a frame rate

of at least 920 frames per second; and exposure time for each frame of not more

than 220 microseconds. [1,2]

This is a realistic goaL The system cann t be assembled with off-the-

shelf components available today, but the technologies required to do what

needs to be done have been demonstrated. Indeed, several laboratories have

recently arnnounced the development of high performance imaging arrays with

much higher resolution than mentioned above; and they are operating with

clocking signals on the chip much faster, higher in frequency, than those

needed for HSTV. For example, the Toshiba Corporation has announced a

two million pixel CCD image sensor, typical of those being developed for use in

professional cameras for high definition television (HDTV) broadcasting.

Toshiba reports this imaging array has achieved a sensitivity of 210

nanoAmperes/lux and a dynamic range of 72 decibels. [3,4]

The idea of using parallel data outputs has been implemented in other

high speed focal plane arrays. [5,6, 7] A quick calculation shows the results of

dividing an array of 1024(H) by 11)24(V) picture elements (pixels) into 64

subarrays, each with only 32(H) by 512(V) pixels. The data rate corresponding

to a frame rate of 1000 frames per second is reduced to only 16,384,000 pixels

per second. The actual data rate will be slightly higher during active data

periods. One simple model, under the assumption that all pixel to pixel

transfers occur at the same rate yields the frequency of 17,408,000 pixels per

second. It is not important to know the exact number at this time. What is
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important is to recognize that parallel architectures make data rate problems

manageable. The data rate per port required to build an HSVT system is not

much faster than data rates of standard NTSC and monochrome television, and

they am much less than those required for single port HDTV imagers.

However, the use of parallel outputs does not solve the problem of

dealing with the enormous amount of data which will be produced. The

performance required of the HSVT system dictates that data at each of the 64

output channels be converted to digital format. Data accumulates at the rate of

1,048,576,000 words per second. Much of the discussion which follows has to

do with design of the analog to digital conversion system and a system for

lossless data compression.

The real problem is to package the entire system in a cylindrical volume

with a diameter of 12.75 centimeters and length 91 centimeters. Success is

going to require dense three dimensional packaging of very low power

dissipation electronics.

The most important result of the work related to this report is a long and

growing list of things that need to be done, problems that need to be

investigated in greater detail. Much of the work requires more and better

computer-aided test and simulation equipment. Some requires the design and

fabrication of new and more versatile test fixtures for operation and testing of

micromodule systems.

Experimental Results

Figure 1 shows a block diagram of a proposed "Test Bed for High Speed

Video." Some have called this idea a "cathedral for the development of high

speed video technology. It is a cathedral in the sense that it it will never be

finished. It is a place where ideas, components, and algorithms can be

evaluated. It must evolve as technology continues to evolve. But it must also be
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a smoothly operating high performance test facility where engineers can find

answers to questions about the next generation of HSVT.

Little more need be said about the test bed at this time. The "test bed" for

most of the experiments of this report was an industrial monochrome video

camera. (PULNIX TM-7). For most experiments the test scene was a precision

optical test pattern. The test scene and optics were used to control the signal at

the output of the Focal Plane Array. Illumination of the scene under test was

measured with a Minolta Model LS-110 Luminance Meter.

The video output signal of the PULNIX TM-7 is very similar to that which

will be available at each of the 64 outputs of the HSVT focal plane array. Data

formats are different but the shape and speed of the signal produced by each

pixel must be very similar. The pixel clock rates (14.381818 and 17.408

Megahertz) close enough together that an A/D system demonstrated at one

frequency has a high probability of operating with the same precision at the

other.

The analog signal processing function for the SONY TM-7 is handled by

a small 32 pin surface-mount integrated circuit, the SONY CXA1 31 OAQ. The

signal from the output of the ICX038AL image sensor in the PULNIX TM-7 goes

first to a low noise JFET source follower. The output from that source follower is

a faithful reproduction of the signal from the CCD array; the video signal is

buried in clock noise. The CXA131OAQ provides the circuits which performs

correlated double sampling, it provides for automatic gain control and gamma

correction, and produces, at its output, a complete video waveform.

Figure 2 is a set of graphs showing waveforms of the signal at the video

output of the Model TM-7 camera. These waveforms were obtained with a

Tektronix Model RTD 710A Digitizer. Illumination was the same for both sets of

data and varied slowly from one side of the test scene to the other. Data for
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Figure 2a were collected with a sampling perod of 10 nanosconds per point.

The graph of the 8192 sample output shows an 81.92 micasecond segment of

the video signal, slightly more than the length of one complete horizontal line.

The sampling period for Figure 2b was increased to 100 nanoseconds. The

result is a graph of an 8.192 millisecond segment of the video signal, ten times

the length of Fig 2a.

The spectral density of both signals was calculated with the help of

Tektronix signal processing software. Spectral resolution for Fig 2a is about 12

kiloHertz per point and for Figure 2b is about 1.22 kHz per point.

Figure 3 shows data that are similar to that of Figure 2a. The difference is

that the test scene here is a uniformly illuminated precision sinusoidal test

pattern. Data shown here could be used to prepare a graph of the modulation

transfer function (MTF) of the system. The period or frequency of signals in the

video signal can be expressed in either spatial or temporal units. The lowest

frequency sine wave on Figure 3a has a period of about 4.5 microseconds or 64

pixels. The lowest frequency signal is Fig. 3b has a period of about one

microsecond or a frequency of one MegaHertz. The frequency of every second

segment doubles. Hence the frequency of the third segment is about two

MegaHertz, the frequency of the fifth about four MegaHertz. The frequency

corresponding to the Nyquist limit (7.19 MegaHertz) is in the region between the

frequencies of segments 7 and 8. Figure 4 shows similar data but with the test

scene a well illuminated square wave test pattern. These results could be used

to determine an experimental contrast transfer function (CTF).

Figure 5 shows a comparison of data of low frequency spectra obtained

by using two different methods. Figure 5a was obtained with the help of the

Tektronix Signal Processing software operating on data collected with the

Tektronix RTD 710A digitizer. Data of Figure 5b were obtained using a tunable
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narow band analog wave analyzer. Figure 5 b shows two sets of data. The set

with higher amplitude was obtained with the camera illuminated with a fiat field

and and illumination adjusted so that the video level was about one half the

value required to saturate the array. The other set of data shows the noise

level of each of the spectral components of the low frequency signal with no

illumination.

EG&G has provided an evaluation board (RC0504ANN) complete with a

Reticon RA2568 N array for review. This evaluation board includes analog

signal processing for all eight channels. This is another version of the "test bed."

All that was required to make this unit work was to connect power supplies.

Operation appears to be exactly as described in the instructions provided by

EG&G. To date the system has been operated only with diffused light falling on

the photoactive area. No lens has been installed and no attempt has been

made to produce data corresponding to an image. Figure 6 shows a

comparison of the FFT spectra obtained for both a ,.. and a "well-

illuminated" array.

Figure 7b shows the result of an "old-fashioned" test of the performance

of an Analog Devices AD9060 10-Bit, 75 MSPS A/D Converter. Figure 7a

shows a block diagram of the system. The unit under test was mounted in

AD9060/PCB Evaluation Board provided by Analog Devices, Inc. The idea of

the measurement is to consider the A/D converter and the companion D/A

converter as a complete analog system. Evaluation of the performance if the

converter is reduced to searching for errors in the output analog waveform,

making measurement of the frequency dependence of analog small signal gain

and measuring distortion and noise.

A laboratory pulse generator was used to supply the ECL level signals
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required to enable the unit. The sinusoidal input signal applied to the input of

the A/D converter was supplied by a precision waveform generator. The output

signal was analyzed using the Tektronix RTD 710A digitizer, and the results

were as shown in Figure 7. This performance is consistent with specifications

listed in the manufacturers data sheets.

Much useful information about the performance of an ND converter can

be obtained with this straightforward approach, but more complete and

thorough testing requires the use of a computer based measurement system.

such as is shown in the block diagram of Figure 9.

Signal Processing

It's appropriate at this point to discuss the HSVT signal processing

problem. Consider a focal plane array with a total of I columns and J rows of

picture elements. Pi,j is the pixel located at the intersection of the ith column

and the fth row. Pij photons incident upon the photoactive area of this pixel

produce ni,j(Te) electrons during the exposure Interval TO. The details of the

process for measuring the charge in each pixel are different for different focal

plane array architectures and for different video formats. What's important is

that at some time during the readout process the pulse train will include an

output voltage pulse vi,j(Te) which is an accurate measure of ni,j(Te) and hence

of the illumination of Pi,j.

The video output signal, for each frame, of an I column J row focal plane

is a time dependent sequence of voltage pulses of length I x J. The magnitude

of the jth pulse in the ith line is proportional to the number of photons incident

upon pixel Pi,j in the time interval Te. The magnitude of each pulse in the video

signal train must be converted to a digital word which is an adequate

representation of v(ij) and hence of n(i,j) and P(ij). The factors which limit the

dynamic range of a focal plane array are well known. The largest magnitude
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video pulse allowed is determined by the maximum charge storage capacity of

the pixels. The minimum signal which can be detected is limited by dark current

and fluctuations inherent in the operation of the FPA. Noise of the output

charge to voltage converter may limit the performance in the case of a very well

designed array.

For the purpose of this discussion it is sufficient to note that several

laboratories have announced high resolution focal plane arrays with the

dynamic range in excess of 70 db. The dynamic range of an N bit analog to

digital converter with full scale sine wave input is given in decibels by the

expression

SNR = 6.02 N + 1.76 + 10 log(f(s)/2f(a)) (1)

Here f(s) Is the sampling rate and f(a) is the analog bandwidth of the signal

being sampled. This expression is subject to the requirement f(s) a 2f(a). Note

that SNR can be Improved by limiting the analog bandwidth. A 3 db

improvement can result when f(s) = 4f(a).

Eq (1) leads Immediately to the idea that a focal plane array with a

dynamic range of 70 db justifies the requirement for use of 12 bit analog to

digital converters. Unfortunately this requirement exceeds the performance of

all known A to D converters which are physically small enough to fit in a

practical HSVT camera head.

If it were necessary today to make final decisions about the components

to be used in the HSVT camera head the choice would be between eight bit

and ten bit converters. Other things being equal, the converter which dissipates

the lowest power would be the one chosen.

The HSVT system is a sampled data system. The image incident on the

focal plane array is sampled spatially. The signal at the output of the array is

buried in clock noise. Correlated double sampling is often used to recover the
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true video signal. With proper processing the signal available at the output of

the analog processing block of the test bed is a good approximation of the

classic sample and hold waveform. This is the signal which must be converted

to a stream of digital words by a well designed A/D converter.

Both the spatial sampling process on the focal plane array and the

temporal process of the electrical ND converter are subject to the fundamental

requirement

f(s) a 2f(a).

This problem, and the solution, are well known [8,9,10,11.121 The

solution Is to place an analog low pass filter ahead of the input to the sampled

data system, and to design that low pass filter to insure that energy in the

frequency range which will be aliased Into the active signal is limited so that

the results of allasing do not degrade the performance (dynamic range) of the

system. Fortunately this is relatively simple for an electrical signal path.

Unfortunately it's impossible inside the Imaging array.

Figure 10 shows an example of a circuit suggested by TRW, Inc. on the

data sheet for the TMC digital decimating filter. Two things are important here.

One is the five pole passive analog filter shown between the video source and

the input to the TDC 1049 A/D converter. The second important idea is the use

of oversampling. The SNR of an oversampled system is given by

SNR = 6.02N + 1.76dB +10 log[fs/2fa]

Doubling the sampling rate, from 14.38 to 28.636 MHz has the potential of

increasing the dynamic range of the A/D conversion system by 3 dB.

The or'y o0l avail&We to the designer of a video system to optimize the

performanco in the dynamic range/resolution domain is the use of optical

prefilters. The decision must be application dependent and can only be made
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on the basis of empirical data.

The need for and results of processing video data are application

specific. Criteria for the design of a video system to be used for (computer-

aided) study of motion may be much different than those for the design of a

video system intended primarily to produce images for viewing by humans for

entertainment. The test bed, when complete, will provide a facility for evaluation

of HSVT components and algorithms In the context of the WL/MNGI mission.
Data Compression

Workers at the NASA Space Engineering Research Center at the

University of Idaho, [13] working in cooperation with people from JPL and the

Goddard Space Flight Center have developed a chip set which may be exactly

what is needed for the WL/MNGI HSVT system. This chip set is a CMOS

implementation of the Rice Algorithm for lossless compression and

decompressions of digital data. Figures 8a, 8b, and 8c are a set of block

diagrams to help explain this encoder/decoder system. Everything known

about the performance of this chip set is based on the results of computer

simulations. Fabrication of the first chips is being completed while this report is

being written. The encoder chip is designed to operate at a 20 Megaword per

second data rate with words ranging up to 14 bits. Power dissipation is

expected to be less than 1/4 watts per chip. The decoder is not as fast the

encoder, but it is designed so that two decoders can be operated in parallel on

a single channel If an application requires real time decoding of data at the

maximum encoder rate.

Figure 8d is a block diagram showing the position of the encoder and

decoder in a typical system. What's important here that the operation of the

encoder and decoder require that the compressed data be placed in packets.

The design of the packetizer must be tailored to the system.
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Conclusions*

This report has presented the results of several experiments investigating

the characteristics of typical video signals and of the performance of electronics

systems used to process those signals.

The major problems that stand in the way of success In building a

practical HSVT camera have hardly been mentioned. The engineering

challenge is that of packaging the unit so that It will fit in a cylinder 12.5

centimeters In diameter and 91 centimeters long. In principle doing electronics

with components in three dimensional packages with high density component

count is no more difficult than it is to work on two-dimensional printed circuit

boards. In practice, this requires new tools and new skills. To succeed in

doing this kind of electronics means that new tools must be bought and

designed and built, and that people must learn to use these new tools.

As this work continues the thing that must be done first is to build or buy a

system similar to that shown in Figure 9. We must be able to evaluate the

performance of the AID converters; to verify the precision of operation of data

compression hardware and software; and to verify with digital precision the

effect of changing the optical scene or installing an optical prefilter. We must

also be able to simulate the performance of large mixed-mode (analog/digital)

systems before they are built.
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The evaluation board including the accurate low glitch
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JCOMPUTER SOFTWARE

Figure 9. Block diagram of the system recommended for more accurate
and speedier evaluations of the total analog/digital system. This system
will be useful for evaluation of data compression/decompression as well
as evaluation of the A/D converters.

TDC 1049 9 N TMC 2242 10 DIGITIZED
-ANALOG 30p 1 F 3 F 7n 19S1- 045 41S

IN (75Q)1 AGNO 3: 10125 t1~ .5
I OR EOUIV.

AttuliasttgTMC2242
Prefilter TDC1049ADC Half-Band Filter

- 0 012dB @ 5.75MHz 15MHZ Input 8W 2:1 Decimation Moao
- 3dB @93MHz 28 636MSPS Clock Data inO 20 636MSPS
- 48dB @ 21 SMHz 01 =MS8. 09 LSB Data Out @ 14 318MSPS

Silo =MSB, S12 =LSB
S014 =MSB,30 =L ~SB
10 Bits Output Precision

TCO=I

Figure 10. The design of the analog low-pass fifter at the input of the
A/D converter is critical to achieving an optimum compromise between
resolution and dynamic range. Oversampling can increase the dynamic range.
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Take the expected values of the system given by equation (1):

E [Xk] = E [a Xk.1] + E [Fk-lWk-1], (4)

call E [Xk] =

and E [Wk-,] = p,

Substitute g = a p + r w and obtain the result,

(1 - a) N = rk.I R,. (5)

Here gx is the mean.

Subtract the mean from both sides of the system equation and obtain,

xk - px = a Xk-I + rk Wk., - p (6)

Xk-p=aXk. + rkw k-(a +rk.: gw)• (7)

Expand equation (7), square the result and calculate the expected value as follows,

()(k - Ax) = a (X4.1 - 90 + Fk .-1 (Wk-I -"P,) (8)

(Xk - g) = [a ()Xk.1 - gx) +rk. (Wk-I - ,)]2 (9)

E[(Xk - g)2 I=E [a (Xk. 1 - AX) +rk-4 (Wk-1 _ pw)]2 '  (10)

Here, E (Xk -_ )2 = a 2 and E (Wk., _ p)2= I 2 .

Now, O2x= a202 x + rk.1 2&(2w + 2a rk.I E( (Xk - gx)(W k.1- w)) (11)
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It is bssuntdrat'Wk-i is zero mean. The cross term in equation (11) disappears because

Xk depends on both Xk-1, Wk-1. But, Xk-1 depends only on Wk-1, Wk-2, ....Wk-3 and these are

uncorrelated. This is because for this model, it was assumed that Wk-1 had white noise charac-

teristics.

O&x =rk 2 w / 1-a' (12)

The classical Kalman filter defines 2,x = 1 [5],

1=-rk2 ' c. / 1-aa.
a2w is the variance of the disturbances, for this model the variances of the disturbances

will be equal to the variance of the system; x = 02w. (13)

Call: 1 = o&V.

Approximate: r = 41 -a. (14)

The Filter algorithm defines Q = E[Wk-1 Wk-1 T]. (15)

Q will represent a measure of uncertainty to be expressed as [5]:

Q= 1 - a2 . (16)

The Measurement Model

The data collected are subject to errors. Assume that the data can be described bya normal

distribution. The equation for normal distribution can be expressed as follows [6,71:

p(Z) -- exp - (zi- g)2/2 (1

12(17)
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where L = mean and a = variance.

Linear regression was used to establish a relationship in the data that allows predictions

of one variable to be made in terms of the others. Define,

z = a + Px. (18)

This is the equation of a straight line with y intercept = a and slope = P. For any given

value of x, assume the values of z are normally distributed about the regression line, z = (x + Px. Then,

the conditional probability density function of z can be written as:

f(%; C, , ) = a exp- - j [z- ( a + 3xj)] . (19)

The method of maximum likelihood can be used to generate the estimates of a 43, and

a. The likelihood of a random sample of independent observations can be written as the joint

density of the variates of the samples evaluated at xl,....xn [6]:

L(01, ... 00 =17f(Xi, Oi, ... k). (20)

Thus, the likelihood function is a relative measure of the likelihood of a particular sample.

The method of maximum likelihood -.. , -, inat the estimates of parameter Oi be selected so as to

maximize the likelihood function for a given sample. In this case, the parameters that will be

estimated are a, P, and a so that a value for x, for an observed z, has the greatest chance of being

correct.

If (x1,zj) j=1,2, ...... n are n sample points, the likelihood function (from the conditional

probability density function) is then [61:
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n 11L=7C _x- [j (a(+ ) 2 .
- xp (21)

Since the majority of likelihoods encountered usually contain exponential terms, it is

more convenient to work with the natural log of the likelihood,

In L = -n/2 ln(2rI) - n lna - 1 (o+ )]2  (22)

Estimates of the values of a, P3, and a required to maximize L can be obtained by calculating the
partial derivatives of L with respect to a, P, and a:

B[lnL]/8a= 1/a2 2 [ zj- (c+ 1xj)] =0 (23)

8[lnL]/ 8P= 1/a2  I xj[ zj- (a+ 13xP1 =0 (24)

8[ lnL]/8o = -n/O + /(;3 Z [ zj_ (a + pxp12 = 0. (25)

Equations (23) and (24) willbe used to evaluate the coefficients of (X and P In the regression

equation and equation (25) represents the variance about the regression line. Solving equations (23)

and (24) simultaneously yields:

Xj - XXz

S- ( dX]) (26)

j- (Xj) (xj Zj)

These are the values that are then used in equation (18):

12-24



lxillzi - (Do1 (Y-Xz)+ x zdX -Z.(X)(z)

-12i ) - (W) (28)

This procedure will be applied to a given set of data to establish a "best-fit" of the data

to allow the prediction of one variable given another. The accuracy of results can be Improved by

implementing a Kalman filter [5, 8, 9, 10]. As will be seen in the discussion which follows, the

Kalman filter is used to process the data and obtain improved estimates of range and miss distance.

This process requires knowledge of the characteristics of the ECM system and measure-

ments of the system parameters including initial conditions and a statistical description of the

system error. The goal is to be able to extend the estimates of parameter performance (miss

distance) to regions (range) where no data was collected.
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LIGHT-GAS GUN FIRING-CYCLE DESIGN FOR
HIGH VELOCITY AND LOW PROJECTILE LOADING

Robert W. Courter
Associate Professor of Mechanical Engineering

Louisiana State University

ABSTRACT

A study is made of a novel light-gas gun firing cycle that will

produce higher muzzle velocity at lower model loading than can be

achieved with a conventional cycle. The study centers on the

application of the new cycle to the existing light-gas gun in the

Aeroballistic Research Facility at Eglin AFB, Florida. A one-

dimensional, unsteady, compressible-flow computer code obtained

from the Arnold Engineering Development Center is adapted to

permit simulation of the Eglin gun. Taguchi optimization techniques

are employed to design a sequence of gun firing cycle simulations

that isolate important effects. The results of the simulations indicate

that for a given shot condition, modulation of internal wave

interactions througlh judicious selection of the spacing between the

piston face and projectile base can result in the multiple benefits of

increased muzzle velocity and reduced projectile accelerations and

system pressures. It is concluded that the Eglin gun must be

provided with a shorter pump tube to adapt it for operation with the

new cycle. Further, it is recommended that the gun be instrumented

to provide data for more accurate simulation and that the numerical
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studies be continued to determine the sensitivity of the optimal cycle

to projectile weight and desired launch velocity.
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INTRODUCTION

The aeroballistic range is a unique and important tool for

aerodynamic research. In the operation of an aeroballistfic range, a

model is propelled by a launcher into the enclosed range which is

filled with a quiescent atmosphere of some desired composition and

is equipped with a series of data stations, each of which allows

determination of model position, orientation and speed.

Aerodynamic characteristics of the model can be determined by

regressive techniques through comparison of the experimental data

with an analytically determined trajectory. The launcher is

obviously a vital part of the facility. An aeroballistic range

launcher must permit launching of unusual shapes at flight attitude

and speed while maintaining the structural integrity of the projectile.

The recent national interest in hyperveiocity flight, as manifested in

the Aerospace Plane and Strategic Defense Initiative programs, for

example, has placed new demands on the capabilities of ballistic
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range launchers. The emphasis is in achieving higher model launch

velocities without imposing excessive loads on the model, while

keeping the launcher operational pressures and temperatures within

acceptable limits.

The light-gas gun has traditionally been used to achieve high

velocity in the aeroballistic range. The typical firing cycle of the

light-gas gun uses combustion of a conventional propellant to drive a

piston which compresses a low-molecular-weight gas (hydrogen or

helium) in a chamber which is separated from the projectile and gun

barrel by an area-reduction section and a frangible diaphragm. The

compression process continues until the diaphragm ruptures at some

design pressure, and the high pressure gas drives the projectile out

of the barrel. By adjusting various physical parameters of the

launcher, the firing cycle (time history of launcher operation) can be

adjusted to achieve different launch conditions.

About ten years ago, a novel light-gas gun firing cycle was

suggested and developed by engineers at the Astron Corporation in

connection with a program to develop a rapid fire weapon [1]. They

dubbed the concept a "Wave Gun" because its success depended on

adjusting gun and shot parameters so that multiple shock

compressions could occur while the projectile was still traveling

down the barrel. They were able to show through simulations that

the cycle would produce higher velocities at lower accelerations than

were possible with a conventional gun cycle under the same firing
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conditions. Subsequently, they verified the concept through

experiments with a specially-designed 20 mm gun.

The work reported in this document concerns an investigation

of the application of the Astron firing cycle to the light-gas gun at

Eglin AFB. The purpose of the investigation is to assess the

feasibility of using the cycle without modification of the existing gun.

If direct application of the new cycle is not feasible, suggestions of

how the gun might be modified to effect use of the new cycle will be

offered.

METHOD OF ANALYSIS

Simulation Technique - The evaluation of the new cycle is carried out

via numerical simulation of the internal gas dynamics and kinematics

of the gun. The operation of a light-gas gun is very simple.

However, the analytical simulation of the gun cycle can be very

challenging. Figure 1 is a sketch of a typical light-gas gun firing cycle

showing various flow regimes. Part "a" represents an "isentropic"

compression system in which a heavy piston moves slowly in

compressing the light gas. With this cycle the projectile is not loaded

by shock wave impingement, but it is, nevertheless, subjected to high

pressures. Part "b" shows a shock compression cycle. In this case

the piston is lighter and moves more rapidly, generating a shock

wave ahead of it. Note, in particular, the wave interactions between

piston and projectile.
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The Aeroballistics Section at Egiin AFB uses a computer code,

written by Patin and Courter [21, to provide predictions of muzzle

velocity for a given set of launch parameters. However, this program

is essentially "zero-dimensional" in that it does not provide spatial

variations of gas properties within the gun. Because the success of

the proposed firing cycle depends on the timing of internal wave

interactions, it is essential for the present work that a gun-cycle

simulation code include the capability for computing spatial property

variations at each time. Consequently, a computer code, originally

developed at the Naval Ordnance Laboratory and subsequently

modified by the CALSPAN Corporation at AEDC, was acquired for use

in the present project [3]. The code solves the one-dimensional,

unsteady, compressible flow equations using a von Neumann -

Richtmeyer artificial viscosity parameter, "q". Friction and heat

transfer effects are included.

It has been the experience of past users of the AEDC program

that some "tailoring" of the code, including an appropriate propellant

combustion routine, is necessary to achieve excellent correlation of

simulated results with experimental data for different launcher

facilities. In fact, some internal diagnostic data (propellant pressure

and piston velocity, for example) are necessary to perform a good

match of the code to a particular facility. In the present study,

because of time limitations and the lack of experimental data for the

Eglin gun, the AEDC program was used "as received", including the

propellant combustion subroutine. Thus, while the simulations

13-6



performed do not show good correlation with experiment, they do

show the effects of firing cycle alterations on the simulated gun

performance. Figure 2 compares the geometry of the Eglin light-gas

gun with the geometry which was used in the AEDC code.

Firing Cycle Design Parameters - The design of a firing cycle depends

on the properties of the gun, the propellant and the shot conditions.

These can be listed as follows:

Gun properties: Combustion chamber volume
Pump tube bore and length
Area reduction bores and length
Launch tube bore and length
Piston length, weight and material
Piston release pressure

Propellant properties: Type, density and impetus
Burn rate coefficient and exponent
Combustion gas properties

Shot conditions: Projectile (sabot and model) mass
Propellant mass
Pump tube initial pressure
Launch tube initial pressure
Diaphragm burst pressure

The existing Eglin light-gas gun has four possible barrel

configurations [20 mm, 30 mm and 40 mm (305 cm length) and 30

mm (366 cm length)] and two pump tube lengths (297 cm and 601

cm). Pistons and projectiles can be manufactured in a variety of

weights and lengths. The above list constitutes a formidable array of

parameters for the study. Systematic variation of each of the

parameters through its probable range of values would require a

large amount of: time and resources. Two things have been done to

reduce the labor of the study: (1) the number of parameters has
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been reduced from past experience with interior ballistics modeling

and (2) the schedule of simulation runs has been optimized through

the use of Taguchi quality control techniques [4], [5].

In the present study the following parameters have been held

constant:
Projectile mass (69.22 gm to match an experimental item)
Barrel geometry (30 mm by 304.8 cm)
Powder chamber geometry
Area reduction geometry
Combustion model and powder (AEDC provided values) *
Barrel initial pressure (atmospheric)
Piston mass (100 gm - light piston required for cycle)

* A limited study of the effect of powder burning characteristics
was performed in connection with the present work.

Later work can focus on the subtle cycle changes required to effect

efficient gun performance for various projectiles, launch tubes and

propellants. The labor involved in the investigation of the remaining

parameters is reduced by application of Taguchi techniques.

Taguchi Simulation Optimization - The Taguchi techniques described

in References 4 and 5 actually represent a systematic and

mathematically simple method of optimizing the choice of parametric

values with which to begin the search for the best possible gun cycle.

It is beyond the scope of the present report to give rigorous details

of the methodology. However, the results of a typical analysis as

applied to the gun firing cycle can be characterized by the simple

interaction graphs shown in Figure 3. This particular set, for

example, shows that an interaction between pump tube pressure and
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piston length has an effect on muzzle velocity but has little effect on

system pressure and projectile acceleration. Here, the piston length

controls the distance between piston face and projectile base, with

the longer piston representing a shorter inter-surface distance. The

figures indicate that to maximize muzzle velocity, a large value of

pressure and a long piston should be selected. The acceleration and

pressure graphs indicate that this selection also tends to yield low

levels of projectile loading and system pressure. These results serve

as guidelines for the selection of parameter values with which to

start the search for the optimum.

RESULTS

Time limitations preclude a thorough parametric study of the

Astron gun cycle. However, it is possible tc demonstrate, through

isolated examples, that improved performance can be achieved with

the multiple-compression technique.

All of the calculations performed were for the existing gun

geometry in order to assess the feasibility of adapting the gun to the

new firing cycle. Early studies indicated that the long, high-volume

pump tube configuration would not produce the highest velocities for

a given shot configuration because the large distance between piston

face and projectile base did not permit optimum shock reflection

characteristics. Thus, most of the calculations were carried out with

the "short" pump-tube configuration.
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A large number of simulations for the Eglin gun configurations

was performed during this study. The results of these simulations do

not make the Eglin gun a clear-cut choice for conversion to the

multiple-compression cycle. However, it appears that the gun can be

converted to the new cycle if a shorter pump tube is used. The

simulations show that for given shot conditions, the wave

interactions developed in the light-piston cycle can be modulated to

give a range of muzzle velocities. In addition, with this methodology

the projectile loading and system pressure levels can be kept well

below those incurred during a conventional heavy-piston cycle.

The highly non-linear nature of the flow field within the gun

precludes the formulation of any general rules for peak performance.

However, the essential features of the cycle can be demonstrated by

letting the gun geometry, projectile mass, piston mass and charge

pressure remain constant in the simulations. Subsequent variation of

the piston length and propellant weight effectively alter the timing

of wave propagation in the pump tube, and variation of the

diaphragm burst pressure has a similar effect on the timing of shock

compressions reaching the projectile. This is demonstrated in Figures

4 through 8. Figure 4 shows the variation of muzzle velocity and

projectile acceleration with piston length. In the simulations of the

Eglin gun, the piston length is used to control the spacing between

piston face and projectile base. Note the dramatic improvement in

gun performance that occurs when the piston length is changed from

3 cm to 30 cm. This is indicative of the important role that inter-

surface spacing plays in performance. Figure 5 is a three-
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dimensional plot showing pressure distributions between piston face

and projectile base for the maximum-velocity shot as a function of

time. The propagation of wave fronts between the surfaces is

apparent following the onset of projectile motion. Figure 6 is a

comparison of the projectile base pressure time histories for the

maximum-velocity shot and another shot. The higher sustained base

pressures produced in the long-piston shot is clearly superior to the

pressure distribution from the other shot, even though the initial

pressure spike of the latter is much larger. Figures 7 and 8 show

the corresponding trajectories of piston and projectile, respectively,

for these cases. While these results do not show that the multiple-

compression cycle can produce the highest possible muzzle velocity

at the lowest possible projectile acceleration, they do indicate that

tailoring of the new cycle offers advantages that are not available

from conventional gun cycles.

CONCLUSIONS AND RECOMMENDATIONS

Because of the non-linear nature of the gas dynamics of the

light-gas gun and the interactions among pertinent parameters, it is

impossible to develop a closed-form analytical model of the gun

firing cycle. Consequently, this study has involved using numerical

simulation to predict the cycle behavior. A large number of

simulation calculations indicates that for given shot conditions,

performance benefits in the form of high muzzle velocity at reduced

projectile loading and system pressure levels are possible with the

existing Eglin gun configuration only if the gun is supplied with a
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shorter pump tube which will optimize internal wave interactions.

The use of the light-piston cycle has obvious benefits from the

standpoint of loading on the gun itself. However, the value of the

above results from the standpoint of model loading and high muzzle

velocity cannot be evaluated for the Eglin gun at this time because

that gun has no instrumentation, and the simulation model cannot be

matched to the gun without some experimental data for comparison.

As a consequence of the above conclusions, the following

recommendations are offered:

1. The Eglin gun should be provided with sufficient instrumentation

to permit the development of an accurate numerical model

which simulates the internal gas dynamics and kinematics of the

gun.

2. Numerical simulation studies should be continued to determine

the sensitivity of the optimal cycle to projectile weight and

desired muzzle velocity.

3. A new pump tube should be designed for the Eglin gun which

will permit implementation of the new firing cycle for a range of

projectile weights and launch velocities.
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Figure 2. Eglin AFB Light-Gas Gun Geometry
All dimensions are in centimeters.
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TWO DIMENSIONAL SIMULATION
OF RAILGUN PLASMA ARMATURES

by

Dr. Manuel A. Huerta, Professor of Physics and Mr. George C. Boynton

ABSTRACT

Our code uses the equations of two-dimensional resistive MHD with Ohmic

heating and radiation heat transport to simulate the internal dynamics of a railgun

plasma armature. All quantities are advanced in time using an explicit Flux

Corrected Transport scheme. We have done some theory to describe the initial

fuse explosion and have modified the simulation to have a more realistic initial

state. We now allow the driving current to be input from a data file. We also

have developed a version that computes only one half of the rail to rail distance

and forces mirror symmetry for the other half to save running time. We have done

the background work to use an electrical conductivity that accounts for nonideal

effects and to include turbulent viscous drag. We also studied the problem of the

lubrication and drag of the projectile against the rail walls and found that it could

be made to have little effect. A good deal time was spent doing a review of a new

scheme for pulse radiation.
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I. INTRODUCTION

I have spent the summer of 1991 working at WL/MNSH site A15, together

with my graduate student G. C. Boynton who was supported under the 1991 USAF

Graduate Student Research Program. We have been working on a two dimensional

simulation of armature plasmas. Our main objective this summer was to improve

our model by incorporating a better initial state, allowing for a time varying current

from a data file, including nonideal electrical conductivity, and field augmentation,

and examining the problem of viscosity.

We enjoyed abundant access to the VAX 8650 at site A15. The Cray time

that we were provided came a little late in the research period and was not fully

utilized. An impressive railgun facility has been built on Okaloosa Island at site A15

and there is quite a bit of experimental activity on diagnostics of the arc plasma

armature. We had very useful discussions with Mr. Kenneth Cobb and Dr. Eugene

Clothiaux about their experiments. They provided us with the data files needed

to include an experimental current profile in our simulation. We also profited from

discussions with Dr. Glen Rolader of SAIC regarding many aspects of the problem.

II. WORK ACCOMPLISHED

In our previous simulations we took the total current to be a constant in time

and the initial state of the plasma was closely related to the equilibrium calculated

by Powell and Battehm . The new simulation has an initial state in which the plasma

starts in a much more dense state that is related to the thin exploding foil that

produces the initial plasma. We did a good bit of theoretical modeling of the

different stages as the foil melts, vaporizes, and ionizes. This would be useful if we

decide to pursue the matter of foil initiation more fully. As it is the details are not

important right now because the simulation takes the initial plasma to occupy only

one computational cell. This is due to running time limitations and leads to large

gradients, as shown in the current profile of Fig. 1. FCT is good at handling this

sort of thing, however, and the code runs fine. Figs. 2 and 3 show how the plasma

expands nicely.

The time varying current profile that we have used is derived from the experi-

ments of Clothiaux and Cobb on their capacitor driven railgun. The profile is shown
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in Fig. 4. The current drops as a capacitor module discharges and rises again as

another module cuts in. As expected the plasma grows toward the rear when the

current begins dips. The reason for this is that the current drop is felt mainly at

the rear of the plasma due to the finite time required for magnetic field diffusion.

The rear region begins to fall behind the main arc because a lower current means

a lower magnetic force on it, so its acceleration becomes less than that of the main

arc.

The rapid growth of the arc toward the rear has caused a problem in our

simulation, but we can easily fix it. Our initial conducting arc is only one cell long

but our computational region is much longer and mostly nonconducting initially.

We do this so we can monitor the growth of the conducting region of the arc. The

problem is that the way our code runs now the information of the true value of

the total current is lost if the entire computational region becomes conducting. In

effect we not only lose current out the rear of the computational region, but we lose

contact with the true value of the total current and of the rear magnetic field. A

good fix of this problem will be to change our boundary condition at the rear of

the computational region so the magnetic field there is made to always follow the

true magnetic field at the breech. This would tend to introduce a magnetic field

gradient (read current density) right at the rear of the computational region, but

it would diffuse rapidly because this region is not a good conductor. This kind of

trouble highlights the importance of any drop in the total current, as expected.

Due to the rear boundary condition problem the acceleration starts to drop off

as shown in Fig. 5. This drop off is not valid. One of our motivating factors in

introducing the time varying current was to see if we could reproduce the buffer

zone results of Cobb and Clothiaux, so far we have not been able to.

Our simulations so far have used the well known Spitzer2 conductivity

2 Zv4-1'T e )  )s/ 2 SP with o=P

Z0/' - InA

where -YE is of order unity and

A 12r cokBTpi1

is the Coulomb logarithm. We have decided to use the nonideal conductivity where

a'p is replaced by okv as discussed by Rolader and Batteh3 . This can reduce the
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conductivity by half at low temperatures which could have a significant effect on

the current distribution in the plasma.

The problem of viscous drag was given a good deal of attention. We only have

a small number (10-20) of cells in the rail to rail direction due to the need to reduce

the running time. It is hopeless to have enough resolution to truly do the viscous

problem and have the boundary layer come out correctly. It becomes necessary to

do some sort of matching of the boundary layer flow to the exterior flow. We use

the Spitzer 2 viscosity for the plasma

it = 2.21 x 10-15 ---- gm

Z 41nA cm sec'

where Ai is the ion atomic weight. For a typical velocity of 1 km/sec and length of

10 cm the Reynolds number

R = pUl - 2.5 x 108

which is a very large value. This puts us in the regime where there is a turbulent

boundary layer. For this reason we use the empirical equations for the shear stress

due to viscous drag in turbulent pipe flow taken from Schlichting4

1o = pU& c! where c' = 0.0592( U0x)-1/5'

We integrate this stress along the rails and subtract the total drag force from the

forward force that acts on the projectile.

We also considered the problem of the viscous flow that lubricates the motion

of the projectile along the rail. This is a generalization of lubrication flow4 because

here the pressure is different behind and in front of the projectile. The lubrication

problem is .- ,ipled to the projectile deformation due to tile stresses caused by

the force that gives the projectile its acceleration ap. Say we have rigid rails and a

projectile of square cross-section w2 , length H and density pp. Let the gap between

the rail and the projectile have a width hl at the front of the projectile and h2 at

its rear. We simplify by letting the pressure in the lubrication flow have an average

value PL. The quantities

vpppgH w and h PL
h,-h , - ad hI(l)hh2E - 2vpG 2 2E'
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where E is the Young's modulus, G the shear modulus and vp the Poisson ratio of

the projectile, are crucial in determining the flow in the gap. Let A be the viscosity

of the fluid in the gap and U be the speed of the projectile. The average pressure

in the gap is

6(UH h - h2

From this and Eq. (1) we are able to get hl and h2 , which come out quite small,

of the order of micrometers. The drag force due to this flow turns out to be quite

small. The volume rate of fluid flow toward the rear of the projectile is

=whl h2 (U - A hlh2

h +h 2  6H

where Ap is the pressure difference between the back and the front of the projectile.

A negative Q would indicate a plasmna blow by. Typical values of Q can be made

small enough to be unimportant.

Finally a good deal of time was spent preparing a review of a proposal for a

new type of electromagnetic pulse generator called an impulse gun.

IV. CONCLUSIONS

Our code has shown the potential to describe the main experimental facts and

is now approaching a stage where it can be compared with experiments. This should

give valuable insights into the workings of plasma armatures.
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NONLINEAR ESTIMATION FOR EXOATMOSPHERIC TRAJECTORIES:

THE DAUM-BASED FILTER

Dr. Antonio A. Magliaro

Abstract

A sequential nonlinear filter based on the work of Daum and

applied to the problem of estimating the location and motion

of a boosting ICBM was evaluated in terms of its performance

relative to the current state-of-the art estimator, the

extended Kalman Filter. The Daum-based filter was modified

by tuning critical parameters involving process noise,

maneuver detection and the guidance law associated with the

estimator. Stability of the filter, significant increase in

the probability of hit, and reduction of the total miss to

the target was achieved as a result. Recommendations for

further testing and enhancements of the filter are discussed.
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I. Introduction

The proDlem of estimating the location and analyzing the

motion of a boosting ICBM vehicle is both challenging and

critical to the SDI program. This is coupled with the

requirement of guiding an exoatmospheric kinetic kill vehicle

to intercept the booster. Existing methods make use of an

extended Kalman Filter that utilizes linearization about its

latest filtering estimates 1,2,3 . This design typically

models target acceleration as a first order Gauss-Markov

process. However, the assumption of liniear acceleration runs

counter to the expected scenario of a boost vehicle engaging

in nonlinear and unpredictable acceleration due to energy

management maneuvers or evasive strategies. Hence, there is

a natural interest in nonlinear estimators which would

accommodate these nonlinear maneuvers. Several such

estimators are currently being developed and tested to meet

the requirements of the SDI program. These include a

nonlinear filter based on the work of -aum
4 and applied to

the problem at hand by the Boeing Company 5 , a "moment

propagating filter" developed by Boeing 5 , and a nonlinear

estimator based on the work of Kolmogorov 3 and developed by

6the General Electric Company

This report analyzes the Daum-based filter and its

associated maneuver detection algorithm and guidance law as

developed by Boeing. A brief description of the filter

equations is presented. Modificatione to the theoretical
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formulation of the filter are noted, including the scheme used

for injecting plant noise in the system. The maneuver

detection algorithm is discussed and evaluated.

Significant improvements to the filter have been

realized by changing various input noise parameters and

maneuver detection and guidance law parameters. These

efforts have resulted in stabilizing the filter, increasing

the "probability of hit" and reducing the "total miss" to the

target. Results are documented in this report through Monte

Carlo simulation on various engagement scenarios.

Comparisons are made with the Extended Kalman Filter and the

relative strengths and weaknesses of the two estimation

processes are discussed. Recommendations for further study

and possible enhancements are presented.

II. The Daum-Based Filter

The general estimation problem involves estimating the

state vector x=(x1,...,xn) which satisfies the differential

equation

x = f(x,t) + w,

where w represents a stochastic process. Observations are

made at discrete time intervals

z = h(x) + v,

where v represents noise in the measurement process* It has

been shown that the probability density function p(x,t)
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satisfies the Fokker-Planck equation
3

where Q(t) is the process noise matrix associated with

the stochastic process w(t). Assuming that p(x,t) has the

(unnormalized) form

*1 -I

k" -- xx-,%

where m0 is an n dimensional vector and Po is an nxn

positive-definite matrix, the following conditions result:

DI: t-r(x,t) itself satisfies the Fokker-Plank equation

D2: tr(-f) + _L rQrT = XTAx + bTx + c

D3: f -. QrT = Dx + E,

where r= n t(x,t)] and A=A(t) is a symmetric

semidefinite nxn matrix, b(t) is an n-dimensional vector,

c=c(t) is a scalar function, D-D(t) is an nxn matrix and

E=E(t) is also an n-dimensional vector. Under these

conditions, Daum proves that the unnormalized pdf is given by

- (x-m TWx-")
? (lx, l 7 ,...- ,,' ) 2 e -X,'i:Y%'I')X y

The parameters m and P are related to the covariance M and

A
mean x of the pdf.

Making further simplifying assumptions that f does not

15-4



explicitly depend upon t, f has the form

f(x) n + Bx + U + (h.o.t.), -

xToix

where A fA 3owhere n = f(x), B = ax

A XTO x
X n

where 0 is a symmetric matrix and xToix corresponds to the

quadratic term for component fie This gives a simplifying

second order approximation for f-f(x). Similarly, assume

tr(9-f) = d + STx + xTLx + (h.o.t.),

where d is a scalar, S is a vector, and L is a symmetric

matrix, none of which depend upon t. Finally, assume that

r 9 [in x,t)] = x TVx + + 04(t)

for some symmetric matrix V, vector g and function d,(t).

Using the above approximations, it can be shown that Daum's

conditions reduce to

2(VQV-VB) - L + (gl01+...+gnOn),

gT(2QV-B) = + 2 nTv.

The effect of these conditions upon the recursive filter is

realized in the following generalizations of the classical

Kalman Filter equations for propagating the covariance matrix

M and estimate x:

M = BM + MBT - M(2L+g0l + ... + gnOn)M + Q

A A A
x n + Bx - M( 2 L+g 1 Oj+...+gn n)x - MS.
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If L=[OI, S=[0], g=O, then the approximations are linear and

the equations reduce to the Kalman Filter.

Although Daum's conditions have only been approximately

satisfied, the resulting filter should outperform the Kalman

Filter through the addition of the nonlinear terms
A

M(2L+glO 1 +...+gnOn)M, M(g1 O1+...+gnOn)x and MS.

III. Application to Estimating Exoatmospheric Trajectories

The azimuth and elevation angles of the target in the

terminal homing coordinate system (THCS) are taken as

measurements for the nonlinear estimator. For the a7imuth

plane the filter states are defined as

Y,= * (azimuth)

Y2 = ?r (azimuth rate)

Y3 = c(T/M) (target acceleration)

Y4 = T/glspM ,

where T denotes the thrust, M the mass, and Isp the specific

impulse of the ICBM, and cy is the direction cosine of the

target acceleration with respect to the y-axis. A parallel

filter for the elevation plane employs the similarly defined

states. These filters are formulated to take advantage of

the direct use of the azimuth and elevation measurements.

Range axis states are also formulated in terms of the

range and range rate, R and R, respectively, as
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x I = R/R

x 2 = 1/R

x 3 = Cx(T/M)

x4 = T/glspM

Using the above configuration, and small angle

approximations, the azimuth filter state equations have the

form

Yl = Y2

;2 = -x2x3 yl-2xlY 2 +x2 (y3-Aly)

Y3  y 3 Y4 + w!

Y4 =42 + w2

where Aly is the y component of the interceptor's

acceleration and wl, w2 are stochastic processes which

reflect the uncertainty in acceleration due to target

maneuvering and uncertainty in typing the booster, with

associated process noise matrix Q(t), given by

0 0 0 0

Q(t) = 0 0 0 0 ql=ql(t), q2 =q2 (t).

0 0 q, 0

0 0 0 q2

similar form. Note that nonlinear term appear in the last

two state equations.

Applying Daum's conditions leads to the stipulation that

there exist a vector all of whose components are zero except

for the fourth element which is denoted by g, and a matrix V
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whose entries are all zero except for the (4,4) element

designated by v, satisfying the equations

22g =2(q2 v -_2y4 v)

2(q 2v-y 4 )g = 3 + 2y4 
2v

If v=v(t) is allowed to vary, then

q2 = 2y4 /v + g/2v
2

and

g = -y4 v - 3v(l+vy 4 
2 ).

For stability purposes, the parameter v was given two

different formulations as exponentially decreasing functions

of time: vi to be used for all propagation equations except

for the one associated with the fourth state, which makes use

of v2 . Hence, two corresponding values of g result,

g1 ' -y4v1 -3vl(1+vlY 4
2 )

92 0 -y4v 2 " v2 (+v 2 Y42)
°

IV. Maneuver Detection Algorithm and Guidance Law

The angle state Daum-based filter has been equipped with

a maneuver detection scheme which monitors a shifting set of

weighted azimuth and elevation residuals given by

Yr= Azr 2 /(yPll + vf)

Zr= Elr 2/(zP 1 1 + vf)

where AZr, Elr are the azimuth and elevation measurement
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residuals, and yP1I, zP1 1 are the corresponding covariance

matrix entries, and vf is the variance of the measurement

noise distributions. After a minimum of 240 samples are

processed, enabltnr, the filter to "settle down", a % 2-test

is performed, whereby a maneuver is said to have taken place

if either Az r or Elr exceed a value of .004 for more than m=8

times our of the last n=12 samples. A detection results in

the refiltering of the past 100 measurements. The process

noise qI(t), which is defined as an exponentially decaying

function of time, is reset to its o>riginal initialization

A A P ", A A
value, and the estimates yly 2,y 3,Lf,z2,z 3 are set to their

previous values at the start of thu refiltering time. After

a first detection, 80 sample meas-,rements are processed

before a second detection is deemed justified.

The angle state filter uses an augmented proportional

navigation guidance law in steerin~g the interceptor to its

target. This consists of proportional navigation 7 augmented

by a correction term involving the .urrent estimate of the

target's acceleration, and is given by

Ucy = (+a(tg) 2)A(Vc + a[b+ i(1-b)t]ATy)

Ucz = (1+a(tg)2 *(vc  +ab+-(l-b)t]Az .

Here, Ucy and Ucz are the y and z components of the commanded

acceleration, vc is the estimated closing velocity, t is

time, tg is the "time to go" to the target, ATy and ATz are

the y and z components of the target's acceleration and a,&.,

b are constant gain parameters.
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V. Performance and Modifications to the Filter

The nonlinear filter was evaluated using the GSP-EXO

simulation program originally developed by the General

Electric Company and modified by the Air Force and the Boeing

Company. Testing involved conducting thirty-one Monte Carlo

noise sequence runs for scenarios which varied according to

the orientation of the plane (relative to the THCS) in which

the target is rotating, and the initializations of the

target's azimuth and elevation angles in that plane. The

filter performance was measured by recording the total miss

distance to the center of gravity of the ICBM, computing the

probability of "hit", where a hit is defined as a miss

distance less than or equal to a function of the ICBM's

dimensions and aspect angle, and the fuel expenditure of the

interceptor in reaching the target.

A preliminary set of runs were made in which the

boosting ICBM made a continuous turn with an azimuth angle

rate of 5 0/second for the duration of the ten-second

engagement. The filter experienced instability and failed to

converge for several such runs. It was found that by

reducing the original value of the input parameter DVE21 from

920,000 to 420,000 the filter achieved stability for all the

subsequent scenarios tested. This parameter is used in the

initialization of v2(t):

v2 = -(v2-VE2SS), v2 (O)=VE2SS+DVE2I,

where VE2SS in the steady-state value of v2 (t). The
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nonlinear filter with the above modification will be denoted

as Filter 1.

The experiment was expanded to include thirteen

different initialization scenarios. These were used for the

non-maneuvering target case, and for a more challenging

scenario in which the target rotated in the azimuthal plane

with a rate of 10 /sec. These trajectories are defined and

referred to as NM1-NM13 and MI-M13 in Table I and Table 2.

Results for the various modified versions of the Daum-based

filter and the extended Kalman Filter (EKF) are summarized in

these tables. It should be noted that the EKF was configured

as a Cartesian (translational) state filter and was not

provided with any maneuver detection capability.

Filter 1 exhibited irregular performance for the

maneuvering target cases and was conspicuously outperformed

by the EKF except in scenarios Ml and M11 in which it did

exceptionally better, as can be seen from Table 2. Efforts

were focused on tuning the maneuver detection parameters,

making the filter more sensitive to possible acceleration

maneuvers. A systematic parameter analysis was made, the end

result of which (Filter 2) was to reduce the % 2-test

threshold value to .002 and to reduce the number of samples

to be processed before a second detection from the value of

NSSD2=80 to the value of 50. This had the effect of

significantly improving the probability of hit and reducing

the total miss distance in all the scenarios tested for which

Filter 1 displayed poor performance (M3,M4,M9,M1O). These
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changes enabled the estimator to make a second correction to

its acceleration estimates of the target through a second

detection, which allowed the acceleration covariance entries

to open up, steering the estimates back to more accurate

values as can be seen in Figure 1.

A further upgrade (Filter 3) involved redefining the

process noise q1 (t) from a decaying exponential function to a

constant equal to its initial value of 95.0. This was done

by setting the decay rate parameter QPITC to zero.

Improvements in performance can be seen in significant

reductions of the total miss distance for all the maneuvering

trajectories except M6, and corresponding increases in the

probability of hit. Improved accuracy in estimating the

states is evident in Figure 2, which displays reduction in

angle state errors. This upgraded filter clearly outperforms

the Kalman Filter in the non-maneuvering target case, and in

the head-on and tail-chase scenarios for maneuvering targets

(M1,M5,M6,MII). It should be noted that the EKF consistently

realized a smaller total miss distance in those trajectories

for which it did hit, for both the non-maneuvering and

maneuverig targets. This may be due to the EKF's more

stable nature and accuracy in estimating acceleration (see

Figure 3). The Daum-based filter does exhibit greater

sensitivity to high rotation rates, perhaps because it

processes the measurements directly. Both filters

experienced difficulty in scenario M5 in which the booster is

initially accelerating vertically upwards.
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Several runs were undertaken in which the nonlinear

erms in the propagation equations of the Daum-based

estimator were suppressed. The resulting performance was

consistently inferior to that of the Kalman Filter,

suggesting that the latter's associated guidance law was more

effective. The gain parameters of the nonlinear estimator's

guidance law were varied in an effort to make it more closely

resemble thdt of the EKF. Optimal performance occurred with

the constant gain factor of the augmentation term reduced

from the value of 0.5 to 0.25 to give

2 % .+ _- 1b-j

Ucv = (l+a(tg) )t - (vc +-Lb+ (1-b)tZATy)

Ucz = (1+a(tg) 2)A(vCO +-q[b+ -=(1-b)tIATz).

The resulting Filter 4 showed significant improvement in

performance for the non-maneuvering scenarios, with a

probability of hit of 100% throughout, and co'.parable

performance for the maneuvering cases. It did compare

unfavorably with Filter : and the EKF in scenarios M3 and M8,

both characterized by an initial azimuth angle of 135 and a

maneuver which results in a high angle rate across the line

of sigh-. Further tuning and modification of the guidance

laws may realize additional improved performance in

timnimizing the total miss distance and reducing the

expenditure of fuel in reaching the tar.;et.
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VI. Conclusion and Recommendations

The angle-state Daub-based filter with maneuver

detection capability has been assessed -_th respect to te

state-of-the-art extended Kalman Filter, of which it is a

generalization. This report has presented evidence that,

through modifications in process noise inputs and maneuver

detection and guidance law parameters, a stable filter

results which in most cases exceeds the performance of the

EKF in the scenarios tested.

Further testing and tuning of the filter is recommended.

Specifically, a parameter study of the various gain

parameters of the guidance law should result in greater

effectiveness of the estimator. Stability properties of the

filter should be investigated further, especially with

respect to the covariance terms associated with the

acceleration-related third and fourth states of the filter.

Alternate maneuver detection schemes can also be implemented

(see Reference 8, for example) which may provide smoother

adaptation to detected anomalies in residuals. Testing

should be expanded to include a larger range of engagement

scenarios, and a greater azimuth or elevation rotation rate

ef the maneuvering targct.
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NON- ANEUVERING TARGET

TRAJECTORY PERFORMANCE FILTER 1 FILTER 2 FILTER 3 FILTER 4 EKF
(angles in PARAMETERS
degrees)

NMI Probability
of hit 1.00 1.00 1.00 1.00

0 MISS CEPWm 0.24 0.18 0.21 0.39

FUEL CEP(kg) 0.71 0.68 0.62 0.36

NM2 Probability
of hit 0.87 0.94 1.00 1.00

= 0
~=45 MISS CEP(m) 0.78 0.81 0.395 0.42

FUEL CEP(kg) 0.74 q.72 0.95 0.89

NM3 Probability
of hit 1.00 1.00 1.00 1.00

-&=135 MISS CEP(m) 0.63 0.54 0.25 0.16
=045

FUEL CEP(kg) 0.72 0.70 1.05 1.07

NM4 Probability
of hit 0.94 0.90 1.00 0.03

9 MISS CEPm) 0.87 0.80 0.41 22.37
= 0

FUEL CEP(kg) 0.77 0.72 1.08 1.04

NM5 Probability
of hit 0.94 0.97 1.00 0.00

0 MISS CEP(m) 0.81 0.77 0.31 20.66e=90
FUEL CEP(kg) 0.81 0.76 1.07 1.03

NM6 Probability
of hit 1.00 1.00 1.00 1.00

=180 MISS CEP(m) 0.28 0.29 0.31 0.20
@= 0

FUEL CEP(kg) 0.63 0.63 0.59 0.32

NM7 Probability
of hit 0.90 0.94 1.00 0.03

90 MISS CEPfm) 0.80 0.76 0.41 22.37

FUEL 'EP(kg) 0.72 0.73 1.08 1.04

plane rotation angle
= azimuth angle

0 elevation angle

Table 1
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NON-MANEUVERING TARGET

TRAJECTORY PERFORMANCE FILTER 1 FILTER 2 FILTER 3 FILTER 4 EKF
(angles in PARAMETERS
degreesi

NfM8 Probability
of hit 1.00 1.00 1.00 1.00

0
4=135 MISS CEP(m) 0.72 0.59 0.32 0.21

FUEL CEP(kg) 0.66 0.67 0.87 0.80

7nm9 Probabi fly
of hit 0.90 0.90 1.00 1.00

= 45
f= 45 MISS CEPm) 0.85 0.93 0.33 0.25
=45 -

FUEL CEP(kg) 0.81 0.76 1.19 1.23

NMI0 Probability
of hit 1.00 1.00 1.00 1.00

-45 ------------------------------------------------------------------
f= 45 MISS CEP(m) 0.45 0.49 0.27 0.17
=13r

FUEL CEP(kg) 0.73 0.71 0.96 0.92

NM!I Probability
of hit 1.00 1.00 1.00 1.00

90
o= 0 MISS CEP(m) 0.24 0.18 0.21 0.39

FUEL CEP(kg) 0.71 0.68 0.62 0.36

NM Probability
of hit 0.90 0.87 1.00 1.00=90

45 MISS CEPm) 0.76 0.99 0.43 0.440 = 0
FUEL CEP(kg) 0.77 0.76 0.96 0.90

PUT- Probability
of hit 0.29 0.16 1.00 0.84

0 MISS CEP(m) 3.83 4.12 1.07 1.30
45 -------------------------------------------------------------------

FUEL CL'(kg) 0.80 0.76 0.98 0.90

= plane rotation angle
= azimuth angle

S= elevation angle
Table 1 (continued)
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0

MANEUVERING TARGET ( = 0 /sec)

TRAJECTORY PERFORMANCE FILTER 1 FILTER 2 FILTER 3 FILTER 4 EKF
(angles in PARAMETERS
degrees)

MT Probability
of hit 1.00 1.00 1.00 1.00 0.00

0 MISS CEP(m) 0.58 0.96 0.59 0.43 93.49
0

FUEL CEP(kg) 1.14 1.14 1.18 1.24 1.11

M2 Probability
of hit 0.87 0.97 1.00 1.00 1.00

0
)P- 45 MISS CEP(m) 1.41 1.79 0.99 1.11 0.20

FUEL CEP(kg) 0.94 0.95 1.00 1.01 0.99

M3 Probability
of hit 0.00 0.61 0.81 0.35 1.00

f 0
0-=135 MISS CEP(m) 7.06 2.52 0.78 4.30 0.27

= 45 -

FUEL CEP(kg) 1.25 1.22 1.31 1.33 1.21

M4 Probability
of hit 0.23 1.00 0.94 1.00 1.00

90 MISS CEP(m) 7.37 2.10 0.72 1.16 0.15
0

FUEL CEP(kg) 0.92 0.90 1.00 0.92 0.56

M5 Probability
of hit 0.00 0.48 0.32 0.00

70= 0 MISS CEP(m) 2.95 1.80 1.81 31.57o 90
FUEL CEP(kg) 1.42 1.50 1.49 1.28

M6 Probability
of hit 0.87 0.77 1.00 0.00

r-180 MISS CEP(m) 1.12 2.18 0.95 67.29
0= 0

FUEL CEP(kg) 1.09 1.10 1.20 1.01

M7 Probability
of hit 0.45 1.00 1.00 1.00

-- 90 MISS CEP(m) 2.53 0.67 1.13 0.20

FUEL CEP(kg) 1.28 1.29 1.30 1.04

- plane rotation angle
azimuth angle

@- elevation angle

Table 2
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MANEUVERING TARGET ( r 10 /sec)

TRAJECTORY PERFORMANCE FILTER 1 FILTER 2 FILTER 3 FILTER 4 EKF
(angles in PARAMETERS
degrees)

M8 Probability
of hit 0.71 1.00 0.03 0.97

--0
=135 MISS CEP(m) 0.98 0.41 19.96 0.73

0
FUEL CEP(kg) 1.15 1.16 1.03 0.85

M9 Probability
of hit 0.29 0.90 1.00 0.97 1.00

=45
45 MISS CEP(m) 9.17 2.34 1.85 1.03 0.14

-45------------------------------------------------------------------
FUEL CEP(kg) 1.12 1.11 1.30 1.11 0.92

MI0 Probability
of hit 0.00 0.94 1.00 1.00 1.00

- --=-45
= 45 MISS CEP(m) 5.62 1.08 0.38 0.37 0.16

0=135
FUEL CEP(kg) 1.30 1.28 1.33 1.26 0.99

MIl Probability
of hit 1.00 1.00 1.00 1.00 0.00

90
0 MISS CEP(m) 0.65 0.86 0.61 0.45 100.320

FUEL CEP(kg) 1.13 1.13 1.16 1.24 1.06

M12 Probability
of hit 1.00 1.00 1.00 1.00

f/ 90
45 MISS CEP(m) 1.58 0.97 1.17 0.14

0=0
FUEL CEP(kg) 0.93 0.99 1.01 0.95

M13 Probability
of hit 0.97 1.00 1.00 1.00

= 90
0 MISS CEP(m) 3.54 2.07 1.76 0.18

e 45
FUEL CEP(kg) 0.93 0.98 1.03 0.97

= plane rotation angle
= azimuth angle
= elevation angle

Table 2 (continued)
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PRACTICAL CONSIDERATIONS FOR A FIRST CUT

MULTI-SENSOR FUSION SEEKER

by

Charlesworth R. Martin

The significant technical issues impacting on design are

explored. The selection of an appropriate sensor suite. The

physical constraints imposed on sensor geometry, side-by-side,

or common aperture. The challenges of maintaining an

appropriate radome geometry to achieve low aerodynamic drag.

Decision on what point in the implementation should fusion

actually occur for the data from the selected sensor suite and

the most practical algorithm for doing so. Multi-sensor

fusion seeker performance trade off with hardware complexity,

cost associated with the fusion process, packaging challenges

and increase computational load.
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INTRODUCTION

Sensor fusion is the process of merging the information

for multiple sensors into a unified representation that is in

some way better than the interpretations of any of the

individual sensors. Broadly, the fusion process can occur on

three levels. The first is the fusion of raw data which leads

to the interpretation of "raw data fusion". The second is the

fusion of processed data, referred to in the literature as

feature level fusion. The third is the fusion of decisions

referred to as decision level fusion.

All existing missile seekers use either radar or infrared

sensors for the purpose of guiding a missile to its target.

Multi-sensor fusion for seeker applications is motivated by

the failure of a single sensor system to perform robust target

detection, tracking and classification under conditions of

adverse weather, clutter and countermeasures. As the

technology of single sensor systems approaches a point of

diminishing return, the present focus is towards the

incorporation of multiple sensors such as radar, IR, LADAR,

etc., to exploit the synergism in a maximum way.

Multi-sensor fusion is a relatively young discipline.

However, the quantity of research papers published in

conference proceedings and technical journals is quite

astounding.
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The Systems Branch (MNGA) of the Advanced Guidance

Division of the USAF Armament Laboratory at Eglin Air Fcce

Base in its efforts to provide focus for the developm.;&t of a

multisensor seeker proposed this research effort to ascertain

what is viable from amongst the myriad of theoretical

possibilities.

The discipline of multi-sensor fusion has not yet

matured. As a result, in spite of the volume of literature

that has been published in this area, no clear consensus has

emerged amongst researchers as to the most feasible way to

achieve multi-sensor fusion. A clear perspective is needed in

this area if precious time and valuable resources are not to

be wasted in moving from fusion concepts to fusion systems.

The objectives of this research are: (A) Development of

a rationale for the selection of a given sensor suite based on

the scenario of a medium range air-to-air missile. (B)

Ascertain at what point in the multi-sensor implementation

fusion should actually occur. (C) Investigate the suitability

of the various ways to integrate the data from the various

sensors so as to achieve a performance superior to that of a

single sensor. (D) Put forth a set of recommendations for a

near-term multi-sensor seeker design.
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RATIONAL FOR SELECTION OF A GIVEN SENSOR SUITE

The available sensors for missile applications fall into

three basic categories: (a) Radar sensors (whose precise

classification is determined Ly the operating frequency

range), (b) Infrared sensors which can be either passive or

active, and (c) A digital uplink data receiver.

To fully appreciate the selection of a given sensor suite

a brief synopsis of the advantages and disadvantages of each

sensor is given.

RADAR SENSORS

(a) ADVANTAGES

1. Able to achieve accurate range and range-rate
easily

2. Performs well in inclement weather, i.e.,

good fog, cloud and smoke penetration

(b) DISADVANTAGES

1. Susceptibility to electronic countermeasures.

2. Radar imaging is impractical.

3. Adequate resolution is difficult to obtain
with practical apertures.
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PASSIVE INFRARED (IR) SENSORS:

(a) ADVANTAGES

1. Able to produce high resolution images with a
relatively small aperture.

2. Passive IR technology is mature.

(b) DISADVANTAGES

1. Passive IR has poor bad weather penetration
capability.

2. Passive IR does not provide direct range and
range-rate information.

ACTIVE INFRARED (LASER RADARS) SENSORS:

(a) ADVANTAGES

1. Provide good range and angular resolution
information.

2. Good countermeasure resistance.

3. Provide a stable target profile.

4. Better bad weather penetration than passive
IR.

(b) DISADVANTAGES

1. Produce speckled images and are sensitive to
target glints.

2. LADAR technology is not yet mature and
production experience is limited.

DIGITAL UPLINK DATA RECEIVER

(a) ADVANTAGE

1. Provides continuous target information
update.
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(b) DISADVANTAGES

1. Requires fighter to remain in threat
environment.

2. Contributes to processing overload.

3. At variance with the requirement of an
autonomous missile i.e., fire and forget.

Sensor suite selection is also impacted by design

considerations, such as: the practicality of implementing a

common aperture for the radar and LADAR sensors, the

feasibility of pr.iding optical windows(s) for IR Sensor(s)

without adversely affecting the performance capability of

either sensor. In view of these difficulties and in light of

the real senergism to be had from dissimilar sensors, the

picture that emerges is that the two most promising sensor

suite candidates are: (a) passive IR and a MMV radar and (b)

a passive IR and a LADAR sensor.

FUSION LEVEL DETERMINATION

The fusion of multiple sensors reduces the reliance on

any single sensor or sensor type. In a general way, this can

improve system performance even with the loss of individual

sensor performance. Thus making the overall system fault-

tolerant and robust. The real-time demand of multi-sensor

fusion seekers requires the use of automation for processing

the data, and making decisions based on the extracted

information. The efficiency of the combined utilization of

the sensors hinges on the manner in which the different sensor
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information is combined. The fusion process may be serial or

parallel or a combination of the two. Fusion may be carried

out at the data level, feature level or decision level. The

determination of the appropriate fusion level determines the

nature and complexity of the fusion task.

DATA LEVEL FUSION

Intuitively, data or measurement fusion should provide

the highest degree of confidence since no data is as yet lost.

This is borne out by a filtering and tracking example (1]. A

form of data fusion applicable to high resolution imaging

sensors like FLIR and LADAR is known as pixel-level fusion.

This is the lowest level of fusion and requires perfectly

registered sensors and high communication bandwidth between

the sensors. Pixel-level fusion has the potential benefit of

increasing the number of pixels on target thus improving

detection performance, feature extraction and leads to

improved target classification or recognition. There are

real hindrances to the use of pixel level fusion. The data

must be taken from the same location wit% commensurate sensors

i.e., sensors whose pixel-level data values (intensities

etc.,) relate to the same target signature characteristic

(2,3]. The difficulty of implementation in real time

hardware, and limited applicability.
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FEATUM3 FUSION

Feature level fusion requires some pre-processing to

first extract from each sensor, features relating to target

attribute. The features are then combined and subsequently

classified. One way to combine the features is to concatenate

the feature vectors to form a longer vector that would then be

channeled to the classifier.

Feature level fusion is not without difficulty. Features

and segments from different sensors may not match.

This may be due to the inherent nature of what each sensor

responds to, or to differences in the way the segmentation

algorithms work [2,13).

DECISION LEVEL FUSION

Decision level fusion is generally considered the easiest

method of fusion. It can be accomplished by series, parallel,

and a mixture of series and parallel methods. In

a series implementation the decision from one sensor is used

by the next sensor to obtain it's own measurements and

decision. In parallel decision fusion, the weighted average

for the decisions of individual sensors are uspA to devise an

optimum decision rule [14). The three main issues challenging

the implementation of decision level fusion are: (a) Fusion

logic is critical. (b) Considerable loss of information due to

more processing and (c) Local optimization for each sensor

does not necessarily imply global optimality.
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To ascertain the level at which fusion should occur

demands the selection of an appropriate sensor suite.

If it is assumed that the selected sensor suite consists of

MMW and FLIR sensors, then the choice is narrowed to feature

level fusion and decision level fusion. The reason is that

pixel level fusion has no meaning for these two widely

dissimilar sensor mode of operation.

MULTI-SENSOR INFORMATION INTEGRATION METHODS

For the sensor suite considered it is assumed that each

sensor has its own built-in processing capability and provides

its decision as well as the feature set extracted from its

observations. This information provided to the fusion

processor is rarely known with complete confidence because of

lack of sensor coverage, inaccuracies in measured data or

ambiguities in the sensor reports. Various uncertainty

calculi have been developed that can handle the uncertain

associated with sensor information. The fusion algorithms

used must provide more accurate decisions thus enhancing

detection and tracking capability [6,7,8,10).

The more prominent calculi probability theory being

focused upon in the context of fusion research are: The

Bayesian approach, Dempster-Shafer theory, and fuzzy set

theory. The central feature of all probabilistic methods is

the requirement of having prior probabilities to describe the
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population. Below are listed the advantages and disadvantages

of each approach.

BAYESIAN APPROACH

(a) ADVANTAGES:

1. Computational methods based on Baye's riile
are axiomatic and have well-understood

mathematical properties.

2. Generally require only a modest amount of
computation.

(b) DISADVANTAGES

1. The statistical analyses to determine the
prior probabilities tend to require large

amount of data.

2. An exponential amount of prior probabilities
are required.

DEMPSTER-SHAFER THEORY

(a) ADVANTAGES

1. The information and time complexity can be
quite low if certain conditions are met.

2. The notion that evidence can be relevant to
subsets, rather than just singletons is

intuitively pleasing.

(b) DISADVANTAGES

1. The assumption that pieces of evidence are
independent.

2. No theoretical justification for the
combination rule [6,7].
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FUZZY-SET THEORY

(a) ADVANTAGES

1. Fuzzy set theory techniques are quite
flexible.

2. Have low information and time complexity
(depending on the definitions of the

operators and the particular methods
used).

(b) DISADVANTAGES

1. At times it is unclear how to construct
reasonable membership functions.

2. Its inherent flexibility can be a
disadvantage in determining which method

to use to solve a problem.

The number of sensors used in an air-to-air sensor fusion

seeker is likely to be two and perhaps occasionally three.

Probabilities relating to these sensors can be ascertained

from captive flight data or other test-bed arrangements. Thus

the Bayesian and Dempster-Shafer fusion methods are likely to

be the two leading contenders.

RECOMMENDATIONS

The real motivation for the implementation of multise isor

fusion in a medium range air-to-air missile is for

optimization target detection and tracking brought about by

the failure of single sensor systems to do robust targeting

under conditions of heavy clutter, adverse weather, and

countermeasures.
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The development of hardware systems to meet this

challenge requires that answers be given to the following

questions:

(a) What sensor suite can best provide the broadest
coverage of target information and yet be

feasible?

(b) At what level should fusion occur?

(c) What methodology can best accomplish fusion?

Based on this investigation the following selection is

offered as a tentative solution.

Sensor suite - MMV and FLIR
Fusion level - feature
Fusion algorithm - Bayes estimator (for classification) and

Neyman-Pearson Test (for detection).

CONCLUSION

This paper provides the basis for an understanding of the

issues pertinent to the implementation of sensor fusion for

the case of an air-to-air multi-sensor seeker. Implementation

of any of the three levels of fusion, pixel, feature, and

decision levels should only be accomplished after an adequate

trade-off analysis between, sensor suite, fusion level, sensor

co-location difficulties, aerodynamic penalty and cost of

implementation.

From my survey, none of the research papers reviewed

provided any information on quantifying the improvement of

multi-sensor fusion over single sensor performance. This

should be investigated.
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NEWTON'S METHOD SOLVERS FOR THE NAVIER-STOKES

EQUATIONS

Dr. Paul D. Orkwis

Assistant Professor

University of Cincinnati

Abstract

Several issues involving improvements to the performance of Orkwis and McRae's

exact Jacobian Newton's method solver for the Navier-Stokes equations have been

explored. Development and storage of the sparse Jacobian matrix has been greatly

simplified so that expensive sorting routines can be avoided. An evaluation of local

tirrestepping versus global timestepping was performed which indicates that global

timestepping is superior for a variety of reasons. The conjugate gradient squared

(CGS) scheme was added to the method as an alternative to a direct LU decomposi-

tion solution of the system Ax = b. Preconditioners based on incomplete LU (ILU)

factorizations were tested. Comparisons were made between exact and approximate

inversion routines and between exact and approximate Jacobian matrices. Results

indicate that the approximate Newton schemes work well for cases with weak shock

waves but perform poorly as shock strength increases.

Introduction

The goal of the current research is to improve the Newton's method solver for

the Navier-Stokes equations originally developed by Orkwis and McRae [1, 2]. This
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scheme has exhibited the ability to obtain quadratic convergence rates for complex

discretizations of the Navier-Stokes equations such as Roe's flux difference splitting

(FDS). Improvements were sought which would reduce computational and memory

requirements while still permitting quadratic or near quadratic convergence rates.

Several improvements were made to the original scheme to increase the efficiency of

the Jacobian matrix inversion, improve the timestep variation procedure, and test

several basic variations on the general solution procedure.

The following sections describe this work in detail by first presenting the govern-

ing Navier-Stokes equations and the original Orkwis and McRae Newton's method

procedure. A discussion of global versus local timestepping is included. The initial

LU decomposition routine and the basic conjugate gradient squared (CGS) algorithm

for inveiting the sparse Jacobian matrix are then listed. Several variations on the ba-

sic CGS scheme and matrix preconditioning ideas are discussed. Finally, the results

obtained from testing these new ideas numerically are presented and summarized.

Governing Equations

The Newton's method solver has been developed for the solution of the steady,

two-dimensional, laminar Navier-Stokes equations, shown below:

OF OG
Tz + a(1)

where
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PUPV~

PU PUzi, Y
F- G-

PUV - TV PV 2 + p - -ry

(e + p)u - b. (e + p) -b

_TT 2~ I 2au -- v\
3 R, ax yj

b= A (au +  +v r

b 3 R , y + Tx~ vub.-e 1 I

by,- -yl (ui +u7, v r

Re Pr ay

p 2''

p= (-Y-1) (e - 1p(U 2±+v2)

p is the density, u and v are the velocity components, p is the pressure and e is

the total energy. The visco-ity, gt, is determined from Sutherland's law, R, is the

Reynolds number, and P, is the Prandtl number, a constant equal to 0.72.

Equation 1 is transformed into generalized coordinates and discretized using finite

differences. The resulting set of nonlinear equations is then solved via Newton's

method for systems of equations.

17-3



Numerical Method

Orkwis and McRae's [1, 2j solution procedure is based on Newton's method for

systems of nonlinear equations. Systems of this type have the form

=0 (2)

The general Newton's method is

_ U (3)

A solution is obtained by forming -F (0) and the Jacobian - at the known nth

iterate. The increment A"C" is then found by inverting the Jacobian matrix. The

value of U at the new iterate is given by

C n+ l = U" + Anfj

Equation 3 requires a "close" initial guess. The system is modified to obtain this

guess from some arbitrary initial condition in the following way

± nU = -Pn(0) (4)

The pseudo-timestep is changed based on the value of the residual using the

equation

At n- Atol 11F(Uf) 110
II .F(U) 1 (5)

The effect of the modification is to make the scheme behave like a backward

Euler solver during startup and like Newton's method as the residual is reduced.
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This scheme has been shown [1, 2] to exhibit quadratic convergence once the interim

solutions approach the final result.

Several modifications of the basic scheme are possible. One idea is to use a

Jacobian from a less complicated equation set discretization. These might include

one of the flux vector splitting ideas or a lower order FDS. However, Liou and Van

Leer [31 have shown that use of Jacebians that are inconsistent with the equation set

discretization may result in linear convergence rates.

Another modification of the Newton solver is to allow At to vary differently for

each equation. The - term is then replaced by a diagonal matrix composed of

the timestep from each equation. The individual timesteps can be varied by using

equation 5 with the local values of the RHS rather than a global norm.

Matrix Inversion Technique

One of the more difficult problems that one faces in using a full Newton method

is the inversion of a large sparse matrix. For viscous flow problems a stencil of at

least 9 points is required. This stencil produces 9 block entries in the matrix which

results in a block tridiagonal structure. If a higher order discretization is used 13

blocks are produced and a block pentadiagonal matrix results.

Inversion of this matrix using an LU decomposition direct solver results in sig-

nificant amounts of fill-in. This fill-in can be minimized [4] by node reorderings, but

generally remains significant. To eliminate fill-in completely one needs something

like an iterative scheme. However, these schemes usually require a significant diago-
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nal terms [5] due to limitations placed on the spectral radius of the iterative system.

Unfortunately these terms decrease in equation 4 as the timestep increases.

A promising alternative to the direct and iterative schemes are the conjugate

gradient type methods [6, 7, 8, 9]. These schemes are iterative in nature and are

related to the method of steepest descent. Diagonal dominance is not required and

memory needs are significantly reduced. Several new solvers for aerospace applica-

tions [10, 11, 12, 13, 14] have recently been presented that use conjugate gradient

type inversion routines based on Saad and Schultz' Generalized Minimam Residual

(GMRES) algorithm. An even more recent development is the Conjugate Gradient

Squared (COGS) [9] routine which is similar to the Bi Conjugate Gradient procedure.

This scheme eliminates the need for a functional minimization operation, is more

efficient per iteration and has a faster convergence rate.

The CGS algorithm for solving Ax - b = 0 with left and right preconditioners,

PL and PR is listed below:

r = PL(b-Axo)

q=0

P-i = 1

n=0
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while 11 r 1> tolerance do

begin

p = rTr

P

P-i

u r+Pq

p = u+ 3(q+flp)

v = PLAPRp

L" = rTv

p

q = U -av

v = ,aPR(u+q)

X "- X+V

r = r- PLAv

n = n+

p- = p

end

The above scheme is quaranteed to converge (in exact arithmetic) in at most N

iterations, where N is the number of equations. However, in general the solver con-

verges before this point. Additional storage is required only for the preconditioning
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matrix and approximately four vectors of length N. A proper preconditioning matrix

as well as a good initial guess play a big role in determining the actual convergence

rate of the CGS scheme.

Equation 4 together with a CGS matrix inversion routine lends itself to several

approximate variations. Just as the, exact Jacobian matrix can be approximated

by a simpler or lower order approximation, the COGS inverse routine can be halted

before convergence to produce an approximate inversion of the Jacobian matrix.

The basic variations are to either stop the CGS process after a selected number

of subiterations, regardless of the residual level, or to stop the iteration after some

residual level greater than machine zero has been reached. In a limiting sense the

latter will result in a solution that is eaual to the initial guess sent to the CGS

routine. Therefore, the preconditioner effectively approximates the inverse of the

original system. Other initial guesses as possible, such as x, = 0 or Xo" = X " -
0

1 , but

they themselves do not lead to approximate solutions of the original system.

Preconditioners

A large part of the success of the CGS algorithm is played by the soundness of

the preconditioner. The reason one needs a preconditioning matrix is to reduce the

overall operation count of the CGS routine by solving an equivalent system with

more suitable eigenvalues. To accomplish this many different matrices are available.

The ILU(O) scheme and a modification will be discussed.

Since Orkwis and McRae's original Newton's method solver employed an LU
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decomposition inversion routine, the most easily coded preconditioners were of the

LU type. ILU(O) is one of a general class of incomplete LU decompositions referred

to as ILU(n) approximate factorizations. The values of n denote the degree to which

fill-in is allowed. ILU(O) refers to a scheme which allows zero fill-in. The greater n is,

the more closely the decomposition approximates the complete LU decomposition.

However, the notation ILU(n) refers to a specific set of locations for fill-in; other

incomplete LU decomposition options exist for fill-in.

Another ILU idea is to allow fill-in only within the original matrix bands. That

is, to allow fill-in only in the tri or pentadiagonal banded structure even if the original

matrix entry was zero. This becomes only a slight modification of the original ILU(O)

process but results in a considerably different approximation. It follows naturally if

all possible matrix contributions are input, including zeros within the predominately

nonzero bands, and if the matrix storage procedure does not eliminate zero entries.

This new preconditioner will be referred to as ILUB(O).

It should be noted that a dilemma surrounds the use of preconditioned CGS

schemes. That is, the better a preconditioner is, the less work the CGS algorithm

needs to do. Hence CGS iterations might not be needed if a "good enough" precon-

ditioner is used. The following sections will attempt to explain the tradeoffs inherent

in these schemes by discussing the numerical results obtained by applying the options

presented above.
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Results

This section describes what occurred when the previously discussed ideas were

applied to Orkwis and McRae's Newton method solver. It begins by explaining

the efficiency improvements made by eliminating some of the RSLIB sort and check

routines from the inversion routine. The application of the local timestepping idea

is then presented. Experience obtained while testing the CGS scheme with the

ILUB(O) preconditioner is then explained. Finally the results of numerically testing

four different versions of the Newton scheme are presented and discussed.

To alleviate the problem of memory size limitations for Newton's method solvers

Orkwis and McRae [1, 21 chose the low in-core memory Boeing Real Sparse Library

(RSLIB) routines for the inversion of the Jacobian matrices. However, these routines

are inefficient in some respects because they allow the matrix to be input in any order.

They also allow contributions to a single matrix location to be made by two or more

separate entries. Expensive sorting and checking routines are then employed to put

the matrix into the necessary form for sparse storage. The first task of this research

was to simplify the matrix storage process.

After extensive investigation it was determined that the RSLIB routines are a

front-end to the more basic LU decomposition code of Forrestor Johnson, The

RSLIB routines take whatever form of the matrix is given and rearrange it into

sequential row oriented storage buffers. The process adds entries with like indices

and £hen sorts the resulting terms. The matrix is transformed into a series of vector

buffers and is written to tape. The buffers have the form
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Entry Description

1 # of rows in buffer

2 # of entries in row 1

3 diagonal element location

4 1

5 column locations for the matrix entries of row 1

NEI+5 matrix entries row 1

2NE 1+5 # of entries in row 2

NBUF-3 2NE1 +5 + 2NE2+3

NBUF-2 2NE1 +5

NBUF-1 2

NBUF matrix location of row 1

where NEi is the number of matrix entries in row i and NBUF is the size of the

buffer.

The point of the initial research was to code the solver to automatically write

the Jacobian matrix buffers in the above form without using the RSLIB routines.

This proved to be extremely successful since the automatic formation of the Jacobian
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matrix buffers resulted in a 60% reduction in required CPU time as compared with

using the full set of RSLIB routines.

The next task was to test the local timestep modification idea. The original

method used equation 4 and varied At as per equation 5. In this way, as the norm

of the residual was reduced At would increase and the diagonal term addition would

decrease. The idea is to use the added diagonal term to temper the size of the

early Newton iterates and then to remove this term from later iterates. This is done

because the scheme tends to overpredict the early conserved variable changes since

the solution is still far from the final result. However, once the residual decreases, the

diagonal term disappears and the scheme returns to a quadratic convergence Newton

scheme.

It was felt that using a local timestep for each equation would result in better con-

vergence properties since the method would then be governed by what occurs locally.

However this idea proved to be somewhat cumbersome as additional "if statement"

checks were required at each point because of zero residuals in the freestream ar-

eas. For example, in viscous flat plate problems a shock wave is formed at the plate

which eventually becomes the bow shock wave. When this initial shock moves into

the freestream region the local residual increases from zero to some number. Addi-

tional logic is required to produce a finite timestep from equation 5, since the initial

timestep is zero. The local timestep also tends to oscillate greatly from iteration to

iteration because the local residual is not as smooth as the global residual. Therefore,

using a global timestep is a much better approach than using a local timestep.
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Next an evaluation of the conjugate gradient squared (CGS) scheme for inverting

Ax = b was performed. The first question was whether or not the CGS scheme

could match the accuracy of the full LU decomposition. In this regard CGS was

exemplary. Convergence of the subiterate (i.e. inversion of the Ax = b system) to

machine zero produced virtually the same answer as the exact LU decomposition.

Tests of the scheme were performed by calculating the supersonic flat plate test case

from Orkwis and McRae's [1] earlier work on a 40x40 stretched viscous grid. This

case uses slug flow initial conditions with M = 2 and R, = 1.65 . 10+6. However,

the CGS scheme needed more than 5 times as much CPU time as the exact LU

decomposition to achieve the required accuracy.

It should also be noted that the CGS scheme used here was preconditioned by

ILUB(O) not the standard ILU(O) approach because no success was attained with

the latter approach. This is in contrast to Venkatakrishnan [13] who reported success

with ILU(O) as a preconditioner for the GMRES algorithm in his transonic airfoil

calculations. Possible explanations of this discrepancy are the different flow field

conditions and the different conjugate gradient approaches.

Three initial guesses for the Ax = b system were examined. They were; x. = 0,

X0 = x n (from the previous global iterate), and x. from the approximate system

Lxo = b (L,U from ILUB(O) ). The results indicated that the last worked best in

terms of total number of subiterations and total CPU time required for convergence.

This can be attributed to the fact that ILUB(O) forms a fairly good approximate

system for Ax = b.
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Two major approximations were then tested. Both involved changes to how the

subiterates were to be halted. The first idea was to stop after a prescribed number of

subiterations. This was effective provided that the number of subiterates was large.

Global convergence was attained in 95.2% of the exact LU decomposition time when

the maximum number of subiterates was set to 50, and in 65.2% when set to 25.

However, for maximum subiteration levels less than 25 the scheme always diverged

at some subiterate. It was observed that the number of subiterations varied widely

from step to step. Hence when the maximum subiterate count was below 25 there

would invariably be one subiterate that would not converge in the allotted number

of steps, which would cause the global system to diverge.

To alleviate this problem it was decided to halt convergence at a given level of the

subiterate residual rather than after a given subiteration. The drawback to this idea

is that the only guarantee on COS iteration time is that the number of subiterates

required for convergence will be less than or equal to the number of equations in the

system. This gives a CPU time upperbound that is extremely conservative. Tests

of CPU time versus subiterate tolerance level showed that CPU time significantly

decreases with increases in the tolerance, until the tolerance reaches 10- . Conver-

gence to a global residual of 106 with subiterate residuals of 10"2, 10- 6 , 10- 4 , and

10- 3 required respectively 44, 45, 50 and 58 global iterations, and 533.0%, 66.2%,

47.9%, and 39.1% of the exact LU decomposition CPU time. However the global

convergence rate of the system becomes more and more linear as the tolerance of the

CGS residual decreased. Subiterate residual reduction could require nearly as many
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global iterations to converge from 10' to 10-12 as it would initially to converge to

106. This should be contrasted with the global quadratic convergence obtained from

the CGS scheme with 10- 12 subiterate tolerance, which produced the 10- 12 global

residual result in as little as 3 additional iterations after the 10- 6 global residual had

been reached.

The final approximations to the Newton scheme involved using lower order Jaco-

bian matrices. In other words, Jacobians formed by using derivatives of lower order

discretizations. Convergence histories drawn down to 10-12 global residual were made

using both first and second order Jacobians with both exact LU and CGS/ILUB(O)

10- subiterate tolerance inversion routines. Results are summarized in table 1 for

flat plate and flat plate/15o wedge test cases with the same initial and boIndary

conditions as the earlier flat plate test. The flat plate cases used a 40x40 grid while

the wedge cases used an 80x40 grid (Note that the 40x40 grid is different than the

one used earlier).

The results of the study indicate that the approximate COGS results were by far

superior for problems with weak shock waves. However, the presence of large discon-

tinuities drastically altered the results. Observations of the convergence properties of

these schemes showed that the second order approximate Jacobian was least stable,

followed by the first order approximate, the first order exact, and finally the second

order exact. The results also show that for problems with strong shock waves, the

complete Newton's method Jacobian with the exact LU inversion is needed. There-

fore the type of problem one solves is a determining factor in the choice of Newton
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Flat Plate Wedge

Method CPU Time Iterations Speed-up CPU Time Iterations Speed-up

(seconds) (seconds)

2nd/Exact 750.489 46 1 1051.753 23 1

1st/Exact 559.623 79 1.341 7413.960 372 0.14

2nd/Approx 348.377 74 2.154 Did Not Converge

ist/Approx 275.642 85 2.723 Did Not Converge

Table 1. Comparison of Convergence Times and Speed-ups for Several Newton and

Approximate Newton Schemes Applied to Flat Plate and Wedge Problems.
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or Newton-like scheme.

Conclusions

The following conclusions have resulted from the efforts to improve the efficiency

of Orkwis and McRae's Newton's method solver.

* Removal of the Boeing RSLIB front-end to Forrestor Johnson's LU decompo-

sition routines resulted in a 60% savings in CPU time.

* Local timestepping is not an adequate substitute for global timestepping in

Newton's method solvers.

e Quadratic convergence can be obtained with Newton's method solvers that

employ CGS schemes for the solution of Ax = b.

* Machine zero convergence of CGS schemes with ILUB(O) preconditioning can

take considerably longer than an exact LU decomposition.

* ILUB(O) is an easily coded alternative to ILU(O) that performed better for

the cases tested and required little additional effort.

e Approximate CGS schemes performed better than exact matrix inversion rou-

tines for problems with weak shock waves.

o Approximate Jacobian schemes performed better than exact Jacobian schemes

for problems with weak shock waves.
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* Exact LU decomposition of an exact Jacobian matrix is needed for problems

with strong shock waves.
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Abstract

This report discusses the following two problems in missile autopilot design: (1) nonlinear
stability analysis in the presence of dynamic modelling errors and (2) nonlinear autopilot design
via gain-scheduling. Traditionally, these problems are addressed 'iy linearizing the missile dy-
namics and applying linear theory. In this report, we present an alternate approach which does
not resort to linearizations. First, we derive necessary and sufficient conditions for the robust
stability of nonlinear dynamics subject to unstructured nonlinear dynaics uncertainty. Sec-
ond, we present a novel approach to gain-scheduled autopilot design which relies on an alternate
representation of the missile dynamics rather than linearizations.
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1 Introduction

The analysis and design of missile autopilots typically involve a linearization of nonlinear dy-

namics and an application of linear techniques. Since both the missile dynamics and autopilot

dynamics are nonlinear, it is worthwhile to develop methods for analysis and design of nonlin-

ear missile autopilots without recourse to linearizations and the associated limitations. This report

presents results in two problems regarding nonlinear missile autopilot design: (1) nonlinear stability

analysis in the presence of dynamic modelling errors and (2) nonlinear autopilot design via gain-

scheduling. With both problems, the objective is to develop techniques which address nonlinearities

directly.

The first problem considered is robust stability of nonlinear systems, more precisely, the deriva-

tion of conditions under which stability is maintained in the presence of certain classes of model

perturbations. A common paradigm in robust stability is that of unstructured dynamic uncertainy.

In this framework, the deviation from the nominal model is characterized by a perturbation repre-

senting an unknown but bounded dynamical system. One example is the so called "additive plant

uncertainty" family given by Padd = {P : P = P + AW}. This family of systems may be given

the following interpretation. The nominal system is represented by Po. The "unstructured uncer-

tainty", A, is a dynamical system which is known only to be stable and satisfy a given norm bound.

Finally the weighting, W, is a known stable dynamical system which "shapes and normalizes" the

effects of A. The question of robust stabilization then takes the form "under what conditions does

a compensator which stabilizes P also stabilize every P in Padd?"

The robust stabilization of families of plants characterized by unstructured uncertainty typically

reduces to the stable invertibility of a certain operator for all admissible perturbations (cf., [4] and

references contained therein). Once reduced to this problem of stable invertibility, the small-gain

theorem [16] then may be used to give a sufficient condition for invertibility, and hence for robust

stability. We show that for a broad class of systems-namely, systems with fading memory-the

small gain theorem is also necessary for robust stability.

The second problem considered is nonlinear missile autognot design. Here, we present a gain-

scheduled design for a missile longitudinal autopilot which is novel in that it does not involve

linearizations about trim conditions of the missile dynamics. Rather, the missile dynamics are

brought to a quasi-linear parameter varying (LPV) form via a state transformation. An LPV

system is defined as a linear system whose dynamics depend on an exogenous variable whose values

are unknown a priori but can be measured upon system operation. In this case, the variable is the
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angle-of-attack. This is actually an endogenous variable, hence the expression "quasi-LPV". Once

in a quasi-LPV form, a robust controller using p-synthesis [1] is designed to achieve angle-of-attack

control via fin deflections.

The angle-of-attack control constitutes the inner feedback loop. The effect of the inner feed-

back loop is to effectively linearize the dynamics from angle-of-attack commands to angle-of-attack.

However, it is the linearizing effect of a robust servo-loop which makes the angle-of-attack dynamics

linear-rather than a geometric condition on the state dynamics as in geometric feedback lineariza-

tion.

The regulated variable of interest is actually normal acceleration. Thus, an outer loop robust

controller using p-synthesis is designed to generate angle-of-attack commands to achieve the desired

normal acceleration. The outer loop is designed to generate angle-of-attack commands within the

bandwidth of the inner loop, thereby assuring the essentially linear behavior of the inner loop, and

hence the overall performance of the autopilot.

The remainder of this report is organized as follows. Section 2 discusses the problem of non-

linear robust stability analysis. Section 3 presents the missile autopilot design. Finally, concluding

remarks are given in Section 4.

This report summarizes the research performed during the authors AFOSR Summer Research

Fellowship, 1991. These results have been documented in [14,15,12,13].

2 Robust Stability of Nonlinear Systems

In the design of a missile autopilot, one typically makes various simplifying assumptions and

approximations of the missile dynamics. A controller is then designed on the basis of the simplified

model. A natural question is then that of robust stability; i.e., under what conditions is stability

maintained in the presence of modelling errors?

First, we establish the following notation (e.g., [2]). For a time-signal, g, we define 11gVl as

IIlg lIIl e~ (,, 0 00 (t)g~ t)d t) 1/2 .

For a stable dynamical system, H, we define IIHII as

IIHI 4 sup IlHgll

In words, IiHII represents the maximum amplification of energy achievable by the system H.
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I eK

Figure 1: Block Diagram for Robust Stabilization

In this section, we consider the problem of robust stability in the context of Figure 1. In this

figure, the block P represents the plant dynamics, and the block K represents the compensator.

Now define the following family of plants:

def {:p.

P.d= P:P=P + AW}

where A is a nonlinear system with 1[Ail < 1, and W, W- 1 are stable nonlinear systems. The

problem of robust stabilization is under what conditions does a compensator, K, which stabilizes

P also stabilize every P E Padd with

sup II (P, K)Il <co
PEP&dd

where O(P, K) represents the closed-loop dynamics from (U1, U2) to (el, e2). In this case, the

compensator, K, is said to uniformly robustly stabilize the family Padd.

The main result is the following. See [14,15] for further technical assumptions and discussion.

Theorem 2.1 Consider the plant family Pdj. Let the compensator, K, pointwise fading memory

incrementally stabilize Po.Then K uniformly robustly stabilizes the family Padd if and only if

11WK(I - P0K)' 1 < 1.

The stated condition for robust stability is well known to be sufficient. The main contribution

of Theorem 2.1 is that it shows this condition is also necessary for robust stability with the added

assumption that the closed-loop dynamics have fading memory. Informally, the fading memory

property means that the current output is primarily a function of recent inputs and not the remote

past.

The question of robust stability and fading memory are pursued further in [14,15]. Since the

results are quite technical, they are briefly summarized here. In these papers, the authors de-

fine two notions of fading memory: uniform and pointwise. They then provide conditions under
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which linear or nonlinear systems exhibit uniform or pointwise fading memory. In particular, they

show that (1) all discrete-time linear time-varying (LTV) systems have uniform fading-memory,

(2) continuous-time LTV systems need not have uniform fading memory but always have point-

wise fading-memory, and (3) finite-dimensional continuous-time LTV systems have uniform fading-

memory. They then show that a version of the small-gain theorem which employs the asymptotic

gain of a fading-memory system is necessary and sufficient for the stable invertibility of certain

feedback operators. These results are presented for both continuous-time and discrete-time sys-

tems using general IP or £P notions of input/output stability and generalize existing results for £2

stability. They further investigate fading memory in a closed-loop context. For linear plants, they

parameterize all nonlinear controllers which lead to closed-loop pointwise fading memory. As a

corollary, they provide an alternate derivation of the result that nonlinear compensation offers no

advantage for robust stabilization of linear systems subject to unstructured nonlinear perturbations.

3 Nonlinear Missile Autopilot Design

Future tactical missiles will be required to operate over an expanded flight envelope in order to

meet the challenge of highly maneuverable tactical aircraft. In such a scenario, an autopilot derived

from linearization about a single flight condition will be unable to achieve suitable performance

over all envisioned operating conditions. A particularly challenge, however, is that of the missile

endgame. This involves the final few seconds before delivery of ordnance. During this phase,

a missile autopilot can expect large and rapidly time-varying acceleration commands from the

guidance law. In turn, the missile is operating at a high and rapidly changing angle-of-attack.

Traditionally, satisfactory performance across the flight envelope can be attained by gain schedul-

ing local autopilot controllers to yield a global controller. Often the angle-of-attack is used as a

scheduling variable. However during the rapid transitions in the missile endgame, a fundmental

guideline of gain-scheduling to "schedule on a slow variable" is violated. Given the existing track

ret -)rd of gain-scheduling, any improvement in the gain-scheduling design procedure--especially in

the endgame--could have an important impact on future missile autopilot designs.

In this section, we present a novel approach to gain-scheduled missile autopilot design. The mis-

sile control problem under consideration is normal acceleration control of the longitudinal dynamics

during the missile endgame. In standard gain-scheduling, the design plants consist of a collection

of linearizations about equilibrium conditions indexed by the scheduling variable, in this case the

angle-of-attack, a (cf., [8,10]). In the present approach, the design plants also consist of a family

of linear plants indexed by the angle-of-attack. A key difference between the present approach

18-5



and standard gain-scheduling is that this family is not the result cf linearizations. Rather, it is

derived via a state-transformation of the original missile dynamics (i.e., an alternate selection of

state variables). Since no linearization is involved, the approach is not limited by the local nature

of standard gain-scheduled designs.

Since gain-scheduling generally encounters families of linear plants indexed by a scheduling

variable, we shall refer to such a family as a Linear Parameter Varying (LPV) plant. LPV plants

differ from linear time-varying plants in that the time-variations (i.e., the scheduling variable) is

unknown a priori but may be measured/estimated upon operation of the feedback system. We shall

call such a family quasi-LPV in case the scheduling variable is actually endogenous to the state

dynamics (as in the missile problem). In [8,10], it was shown that LPV and quasi-LPV dynamics

form the underlying structure of gain-scheduled designs.

The design for the resulting quasi-LPV system is performed via p.synthesis (1]. Briefly, /-

synthesis exploits the structure of performance requirements and robustness considerations in order

to achieve robust performance in a non-conservative manner. Thus, the present approach makes

use of gain-scheduling's ability to incorporate modern linear synthesis techniques into a nonlinear

design.

Another feature in the present approach is its interpretation of an inner/outer loop approach

to nonlinear control design. In standard gain-scheduling (as well as geometric nonlinear control

(5]), one often applies an inner-loop feedback. In gain-scheduling, this feedback is an update of

the current trim condition. In geometric nonlinear control, this feedback serves to invert certain

system dynamics to yield linear behavior in the modified plant. In either case, unless the inner-loop

robustly performs its task, the outer-loop performance and even stability can be destroyed. In other

words, any inner/outer loop approach must be built from the inside out. Reference [8] presents a

more detailed discussion of this possibility in the context of standard gain-scheduling.

The present approach also takes an inner/outer loop approach to the autopilot design. The

inner-loop consists of a robust angle-of-attack servo. The reason for the inner loop is that nonlinear

gain-scheduling techniques prefer to directly control the scheduling variable. The actual regulated

variable of interest is the normal acceleration. Thus, the outer-loop serves to generate angle-of-

attack commands, ac, to obtain the desired normal acceleration. A consequence of the inner-loop

design is that the dynamics from the commanded angle-of-attack, ac, to the angle-of-attack, a,

exhibits a linear behavior within the bandwidth of the inner-loop design. Thus, as in geometric non-

linear control, the inner-loop linearizes certain dynamics. However, the approximate linearization

stems from the natural linearizing effect of feedback (cf., (3]) as opposed to an exact linear geometric
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condition on the plant state dynamics. Thus, the outer-loop design is essentially a linear design.

However, in the design process, it is acknowledged that the linear behavior due to the inner-loop

is approximate and bandlimiied.

3.1 Missile Dynamics

The missile dynamics considered here are taken from (6]. These dynamics are representative of a

missile travelling at Mach 3 at an altitude of 20,000 feet. However, they do not correspond to any

particular missile airframe.

The nonlinear dynamics are as follows:

= g cos(y/f)Z +q,

WV

= fm/yy,

where

a= angle of attack (deg)

q = pitch rate (deg/s)

9 - acceleration of gravity (32.2 ft/sec2)

IV weight (450 lbs)

V - speed (3109.3 ft/sec)

Ivy pitch moment of inertia (182.5 slug-ft 2 )

f = radians-to-degrees conversion (180/7r)

Z = CzQS = normal force (Ibs)

m = CmQSd = ;itch moment (ft-lb)

Q = dynamic pressure (6132.8 lb-ft 2)

S = reference area (0.44 ft2)

d = reference diameter (0.75 ft)

The normal force and pitch moment aerodynamic coefficients are approximated by

Cz = z(Mc) + bz6,

C, = 0(a) + bme,

where

18-7



U.EJ
Figure 2: A Linear Parameter Varying (LPV) Systems

6 = fin deflection (deg)

Mca) = 0.000103c13 - 0.00945aJ Il - 0.170ci

bz = -0.034

0,(a) = 0.000215a 3 - 0.0195a Ial + 0.051a

bm = -0.206

These approximations are accurate for a in the range of 4-20 degrees.

Finally, the missile tailfin actuator is modeled as the second order system with transfer function

6(s) =CS)
(s2 s+ 1.4W. s + W2a s )

where

,= commanded fin deflection (deg)

w. actuator bandwidth (150 rad/s)

The autopilot will be required to control the normal acceleration (expressed in g's),

17z = Z/W,

via commanded fin deflections, 6 ,* The general performance objective is to track acceleration step

commands with a steady state accuracy of less than 0.5% and a time constant of 0.2 seconds. Of

course, the controller is bandlimited by flexible mode dynamics and actuator/sensor nonlinearities

(e.g., rate saturations) (6].

3.2 LPV Systems

An LPV system [8,9,10] is defined as a linear system whose coefficients depend on an exogenous

time-varying parameter. Let y = Pou be an LPV system as in Figure 2. A possible realization for

Pe is

= A(O)z + B(O)u,

y =C(O)--.
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The exogenous parameter, 0, is unknown a priori, however can be measured/estimated upon oper-

ation of the system. The reason for the special nomenclature is to distinguish LPV systems from

linear time-varyirg systems for which the time-variations are known beforehand (as in periodic

systems). Typical a priori assumptions on 0 are bounds on its magnitude and rate-of-change.

A gain-scheduled approach to controling an LPV s ter is to design a collection of controllers

b ;3ed on frozen parameter values. This leads to an LPV controller, K9 . It was shown in [8,10] that

this approach has guaranteed robustness and performance properties provided that the parameter

time-variations are "sufficiently slow." Quantitative statements qualifying "sufficiently slow" are

provided in [8,10]. Of course, sufficiently slow is with regards to the closed-loop system dynamics.

Work on modifying gain-scheduling to accomodate arbitrarily fast parameter time-variations is in

progress (e.g., [7,11]).

In [8,9,10], it was shown that LPV systems provide the underlying framework for nonlinear

gain-scheduled systems. To see this relationship, consider the nonlinear square plant

' ( z) = f(z)±+A(z) ( z) +B(z)u,

where u is the control input and z is the controlled output. For this system, the nonlinearities

depend only on the controlled output. Such systems are subsequently called "output-nonlinear"

systems. Note that the missile dynamics are output-nonlinear with the angle-of-attack, a, as the

controlled output as follows:

d (( ct 2 Sc8aU1S(t) ) + (g 0 ) +)( L92kQ~b z cs ) 8

Section 3.3.2 discusses how to accomodate normal acceleration, 71z, as the controlled output even

though the dynamics are output-nonlinear in a.

We assume that there exist continuously differentible functions, wq(z) and ueq(z), such that

0 = f(z) + A(z) (we:(z)) + B(z)ueq(z).

In other words, we have a family of equilibrium states parameterized by the controlled output z.

For the missile problem, we bave

8 eq(a) = -0m(a)/bm,

qeq(a) = -fgQScos(or/f) ( - ())

Let A(z) and B(z) be partitioned

A(z) A1(z) A2(z) B(z) ( z)
\A21 (z) A22 (z) 'B2(z)
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to conform with (z w)T .Then it is easy to show that the state dynamics may be written as

d (wzz(z))

(0 A12W A~ ( -Z ) + (, ( z) )(U -ueq(Z)).

Thus, we have transformed the original dyanamics into a quasi-LPV form, with the variable z as

the "exogenous" parameter. In case all nonlinearities are not contained in the output, the above

transformation will be approximate up to first order terms in w- weq(z) [8]. It is interesting to note

that this quasi-LPV family is not the same family we would obtain by performing linearizations

about equilibrium conditions.

Now although we may use the above quasi-LPV plant as the design plant, a possible drawback

is the inner-loop feedback term ueq(Z). More precisely, if one were to design a controller for the

above quasi-LPV plant, the actual applied control signal would be

U = ueq(z) + 5,

where ii is the controller output. Even though the outer-loop may have guaranteed robustness

properties, the inner-loop feedback ueq(z) can destroy these properties by adversly exciting flexible

mode dynamics [8,9]. For example in the missile problem, we have 6 eq(oa) = -€ ,()/bm. Thus

fast angle-of-attack variations (as in the end game) could excite neglected flexible mode dynamics.

This problem can be avoided by augmenting integrators at the plant input. Let

U V.

Then the system dynamics take the form

d (w_ (z) =

U u uq(z)
* 0 A12(z) BIWz / O

A22 (z)- Dw,q(z)A12(Z) B2 (z) - E:',(z)Bj(z) W - Weq(Z) + V.

-Dueq(z)A12(Z) -Dueq(z)Bi(z) U eq(Z) 1

Now if we design a controller without using the state u - ueq(z) for feedback, no inner-loop feedback

of a trim condition is applied. Thus, any robustness properties of the quasi-LPV design remain in

tact.

The forthcoming missile design uses the above representation of the missile dynamics for the

autopilot desi& i. This representat' ,n is the result of a state transformation only. That is, no

approximation/linearization of the original dynamics has occurred. As mentioned earlier, in case
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the system dynamics are nonlinear in w as well, then the above representation is accurate up to

first order in W - weq(z). Systems for which higher-order-terms in w - weq(z) are large are not

well suited for gain-scheduling in the first place. In other words, gain-scheduling seeks to exploit

predominantly output-nonlinear dynamics.

A gain-scheduled approach to control design for quasi-LPV systems resembles that for LPV

systems. Namely, a series of designs are performed for frozen z values of the state-space matrices.

This leads to a quasi-LPV controller with z as the external parameter.

3.3 Missile Auto Pilot Design

In this section, we discuss the missile autopilot design. The objective is to control normal accelera-

tion, il, via commanded fin deflections, bc. We assume that the angle-of-attack, a, the pitch rate, q,

and the normal acceleration, q, are available for feedback. The pitch rate and normal acceleration

measurements are obtained via rate gyros and accelerometers, respectively [6]. However, in practice

the angle-of-attack, c, must be estimated.

As mentioned in Section 3.2, gain-scheduling seeks to control the output variable of an output-

nonlinear system. The longitudinal missile dynamics are output-nonlinear with the angle-of-attack,

a, as the output variable. Since normal acceleration, qz, is the regulated variable of interest, the

gain-scheduled design is modified as follows. First, we design a controller for angle-of-attack. This

constitutes the inner-feedback loop. We then design an outer feedback loop to generate angle-of-

attack commands to achieve desiied normal accelerations.

3.3.1 Inner-Loop Angle-of-Attack Control

The inner feedback loop consists of angle-of-attack control. First, the missile dynamics are aug-

mented with an integrator and transformed to a quasi-LPV form as in Section 3.2. The actuator

dynamics are then augmented onto the quasi-LPV missile dynamics. This process leads to a de-

sign plant, Pde,, whose states are (a q - qeq(a) b - 6eq(a) xa ja )T, where x, and i. are the

actuator state variables.

Figure 3 shows the block diagram used for the p-synthesis design. See [1] for a complete

discussion of p-synthesis. The block Pde denotes the quasi-LPV design plant. The input, u, to

Pde is actually the time-derivative of the commanded fin deflection. That is,

= Ju.

18-11



n1

aa

Figure 3: Inner-Loop Angle-of-Attack Control
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Figure 4: Performance Weight Wp(jw) for Angle-of-Attack Control

The measurements from Pde are the angle-of-attack, a, the pitch rate trim deviation, q - qeq(a),

and the normal acceleration trim deviation, q - rz,eq(a). Note that

iz _ ?7Z.q (a) =QSbz eq (a)).

In the actual implementation, the values of q - qeq(a) and qi - %leq(a) would be constructed from

a, q, and q? measurements.

The robustness and performance objectives are described as follows. The block A, represents

linear time-varying multiplicative perturbation weighted by W,. This uncertainty reflects actuator

phase/gain uncertainty and flexible mod- dynamics. Figure 5 shows the frequency response of W',

where
(s + 100)(s + 200)

W,(s) 2 (s + 1000)(s + 2000)

The performance objective is to keep l[ac li- eli :_ 1. The performance weight,

7(s +40)
wp(s) = 40(s + 0.0001)'
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Figure 5: Robustness Weight W,(jw)
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Figure 6: Implementation of Kinner

has a frequency resprnse shown in Figure 4. Finally, the signals n, and n 2 are small noises injected

to satisfy certain rank conditions in the p-synthesis design.

A p-synthesis design procedure was performed with this interconnection structure at the set

point a = 0. That is, the a-dependent coefficient matrices of the quasi-LPV plant Pde were

evaluated at a = 0 for the design. The first pass led to a frozen a robust performance level of 1.09.

After six iterations, this value was reduced to 0.5232.

Now a gain-scheduled design procedure would typically involve repeating the fixed-a designs for

several a set points. However, it turns out the a = 0 controller delivered robust performance for all

a in the range ±20 degrees. Thus, no controller gain-scheduling was required. For this particular

airframe, the missile dynamics at a = 0 are statically unstable and become stable at higher values

of a. Thus, the dynamics at a = 0 are, in some sense, the most difficult to control. Note that even

though Ki,,er stems from only one linear design, it is still a nonlinear controller in that it uses

q - qeq(a) and q - qz,eq(a) as inp-.ts.

Figure 6 shows the actual implementation of Kroner. The block P denotes the nonlinear missile

dynamics. The block G, denotes the actuator dynamics. The block T denotes a transformation

of the actual measurements into their "deviation from trim" form. Note that the inner-loop was
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Figure 7: Angle-of-Attack Step Response

designed to give guaranteed robustness properties at loop breaking point 1 (Figure 6). That is,

the design was to deliver robust performance for all admissible linear time-varying perturbations.

However, we see from Figure 6 that similar robustness properties for linear time-invariant pertur-

bations are obtained at loop breaking points 2 or 3, where actual model deviations are likely to

occur. As mentioned in Section 3.2, this is one of the benefits of augmenting integrators and not

having an inner-loop which updates the trim control input [8].

Regarding stability properties of the feedback system, it is shown in (8,9] that robust stability

and robust performance is maintained provided "sufficiently slow" time-variations in the scheduling

variable. Although references (8,9] provide quantitative statements regarding "sufficiently slow," an

application of these inequalities is likely to lead to conservative conclusions. Rather, the following

qualitative interpretation is more suggestive. Namely, a sufficiently slow requirement is with regards

to the closed-loop system dynamics. In this case, the closed-loop system has a bandwidth of about

120 rad/s. Thus, one may expect robust performance for angle-of-attack time variations of the sme

order. Of course, only extensive simulations, non-conservative stability criteria, or an alternate

scheduling procedure entirely can really confirm/refute closed-loop robust performance [10].

Finally, Figure 7 shows the response to a 15 degree c step command. Note that this step

command leads to excessively large fin deflections. This will not be theL case for the overall controller,

since the outer feedback loop will be designed to discourage drastic angle-of-attack commands, such

as a significantly large step.
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Figure 8: Robustness Weight Wa(jw)

3.3.2 Outer-Loop Normal Acceleration Control

The outer-loop feedback is designed to generate angle-of-attack commands, cc, to achieve desired

normal accelerations. As mentioned in Section 3.1, the performance requirements are to track

acceleration step commands with a steady state accuracy of less than 0.5% and a time constant of

0.2 seconds. However, the outer-loop is bandlimited by the inner feedback loop. That is, the outer-

loop should only generate angle-of-attack commands, ac, within the bandwidth of the inner-loop.

It is over this range that we.have a reasonable model of the inner-loop behavior.

The first part of this design is to obtain the appropriate quasi-LPV system dynamics from a to

'iz. The inner-loop leads to quasi-LPV dynamics from a. to the states (a q - 4eq(a) 6 - beq(cf) )T.

However, the normal acceleration is given by

77z = z,q + (z - 1zcqg())
QS- L- m()) + - eq()).

Thus the normal acceleration, qz, is a nonlinear function of the quasi-LPV states. Performing a

linear approximation of the term (¢z(a) - '--m(a)) leads to

RTZ - 1.54or + -b(( - 6eq()).

This leads to an output coefficient matrix which approximates the normal acceleration by a linear

function of the quasi-LPV states.

Figure 10 shows the block diagram used for the p-synthesis design. The block Tdes denotes the

closed-loop dynamics from ar to qz. The measurement is i/c - qz, where q, is the commanded

acceleration. The performance objective is to keep 11Y7, i ell < 1, wheie

15s+ 200

40s+l

18-15



103

102

101

100

10-3 10-2 10-1 100 101 102

Figure 9: Performance Weight Wp(jw) for Acceleration Control

Figure 10: Outer-Loop Acceleration Control

Figure 9 shows the frequency response for Wp. The block A. represents an additive perturbation

on the closed inner-loop dynamics. The weighting (cf., Figure 8)

s+O.01Wa(s) = +00
s+ 150

reflects that the inner-loop model is fairly accurate at low frequencies. However, the model is less

accurate for high frequency angle-of-attack commands.

A p-sythesis design procedure was performed with this interconnection structure at the set point

a = 0. The first pass led to a frozen a robust performance level of 3.125. After two iterations, this

value was reduced to 0.732.

Once again, the controller for a = 0 proved adequate for the entire a range of ±20 degrees.

Thus, no gain-scheduling is required. Recall that this was the case in the inner-loop a cortrol.

This was due to the airframe dynamics at a = 0 being the most difficult to control. However, tile

reasoning for the outer-loop not requiring gain-scheduling is different. Recall that the inner-loop

was the result of a robust servo design. This feedback in itself has a linearizing effect on the missile

dynamics (cf., [3]). For example, one has that ao-Ia,, for ' class of a, within the inner-loop

bandwidth. Outside of this bandwidth, the linear behavior will deteriorate-hence the additive

uncertainty weighting Wa. Thus, while not needing gain-scheduling in the inner-loop is not typical,
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Figure 11: Acceleration Step Response
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Figure 12: Acceleration Square Wave Response

it seems reasonable in the outer-loop. Note that the linearization through feedback differs from

that of geometric feedback linearization (e.g., [5]). In this case, the linearization is due to a robust

servo design. Hence it is approximate and bandlimited. Furthermore, the design of the outer-loop

takes this into account.

Figure 11 shows the response to a 25g step command. Note that large fin deflections do not occur

as in the angle-of-attack step response (Figure 7). As mentioned earlier, this is due to the outer-

loop acknowledging the band-limited performance of the inner-loop. During the missile endgame,

the guidance law typically generates large rapidly-varying acceleration commands. To illustrate the

performance in such a scenario, Figure 12 shows the response to a square-wave command oscillating

between 25g and 0g. Figure 13 shows the fin deflections and angle-of-attack response.

4 Conclusion

In this report, we have considered two problems in nonlinear missile autopilot design.
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Figure 13: Fin and Angle-of-Attack Square Wave Responses

First, we have investigated the fading memory property primarily in the context of robust

stability. Some possible directions are the following. One direction is the extension of these results

to the case of structured dynamic uncertainty. Another direction is determining what classes of

nonlinear systems have fading memory. Finally, there is the issue of norm-computation of nonlinear

systems.

Second, we presented a novel approach to gain-scheduled missile autopilot design for longitudinal

missile dynamics. Some key features of this approach are as follows:

" The missile dynamics are brought to an LPV form via a state-transformation rather than the

usual linearization.

" An integrator is augmented so that no "update of trim control" feedback loop is present.

" An inner/outer-loop decomposition is applied. An effect of the inner loop is to linearize

the missile dynamics in an approximate and bandlimited manner. This leads to a simplified

outer-loop design with guaranteed inner-loop robustness properties.

Work is in progress on applying these concepts to a 6DOF missile autopilot design.
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ABSTRACT

The impact of a KKV traveling at 7 km/sec and interacting with a

non-pressurized fuel tank at fifty percent ullage had been modeled with

the CTH hydrocode. It was dntermined that proximity of the KKV to that

portion of the fuel tank which is empty can produce significantly

different responses of the tank to hydraulic ram. Two different impact

scenarios were analyzed to exhibit that dIfferent responses are possible.

From a lethality point of view one would like to know which factors

will produce what distribution of impulse loading. Hydrocode calculations

provide a useful tool for not only giving a qualitative assessment of

which factors are important but for also giving the desired distribution

of impulse loading for these factors. This research effort forms a

starting point for future efforts to characterize lethality effects

associated with hydraulic ram in fuel tanks.
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INTRODUCTION

It is well-known that hydraulic ram pressures generated by a

projectile penetrating a fuel tank can be a major contributor to aircraft

attrition in combat [1]. Damage to such fluid-filled tanks at low

velocities (less than 2 km/sec) has been studied extensively (2,3].

During penetration of the tank, intense transient pressures are generated

within the fluid and are subsequently transmitted to the walls of the

tank. Due to excessive deformation, the tank structure can fail (rupture)

catastrophically in response to the hydraulic ram pressure loading. In

addition, breakup of the tank can be augmented by potential fracture

failures emanating from ballistic damage (4,5,6].

All the particulars mentioned above become accentuated in space-

based applications where the penetrating projectile or kinetic energy

kill vehicle (KKV) travels at speeds in excess of 5 km/sec (hyper-

velocities). At such speeds it is not uncommon for the KKV, even though

it may eventually be depleted, to make initial penetration of the tank

and fluid and yet remain relatively intact. Upon contacting the fluid

the KKV is rapidly decelerated as it transfers its kinetic energy to

the fluid in the form of a strong shock wave (hydraulic ram). It is

during this deceleration of the KKV that it breaks up and is eventually

depleted, i.e. deposits its energy and momentum in the fluid. Since the

K V quickly transfers its energy to the fluid, it acts as if a point

source of energy were deposited in the fluid at the point of impact:

the result being a hemispherical shock wave that emanates from the point

of impact. It has been observed that at the higher impact velocities

the location of the shock wave as a function of time depends only on

the initial kinetic energy of the KKV and not on its material and size.
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Because the resulting shock wave is hemispherical it has been proposed

that the impact event could be simulated by an explosive charge located

at the point of impact and producing a hemispherical blast front.

It has been demonstrated, both through experimentation and through

hydrocode calculations, that the above mentioned simulation prncedure

has validity, provided the &z.! has been depleted [7,8,9]. This assumption

will undoubtedly depend upon the relative size of the KKV to that of

the tank. In situations where size is not an issue the depletion

assumption appears to be a good one provided the tank is entirely full,

i.e. the tank has zero percent ullage. It is not clear, a priori, that

the KKV will be depleted in situations where the tank is not entirely

full. If the KKV is not depleted then it is not clear if a charge could

be designed which, when exploded, would simulate the impact event since

the potential would exist for fracture failures from fragments of the

KKV. If the tank is not entirely full then the effect of hydraulic ram

on the breakup of the tank could strongly be dependent on the proximity

of the KKV to that portion of the tank which is empty. In this report

we give a qualitative assessment of how proximity of the KKV to that

portion of the tank which is empty affects the response of the tank

to hydraulic ram when the tank ullage is fifty percent.

PROBLEM DISCUSSION

The impact of a kinetic energy kill vehicle (KKV) traveling at 7

km/sec and interacting with a non-pressurized spherical aluminum shell

filled with water at fifty percent ullage has been modeled with the CTH

hydrocode. Water was used in the modeling since only hydrodynamic and

not explosive effects were of interest. The proximity of the KKV to that
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portion of the tank which is empty can produce different responses of

the tank to hydraulic ram. Two different impact scenarios were analyzed

in order to exhibit that different responses are possible. In both

scenarios the direction of impact was perpendicular to the water free

surface and along a radius of the spherical tank. The first scenario

was one in which the KKV first impacted that portion of the tank which

was filled with water. The second was one in which the KKV first impacted

that portion of the tank which was empty. Both impact scenarios were run

out to 150 sec. The configuration for the two different problems is

-;iven respectively in the upper left frames of Figures 1 and 5. The

aluminum tank was modeled using approximately five computational zones

of 0.05 cm and weighed (empty) approximately 171 gm. The thickness of

the tank was 0.254 cm. Considerable detail was used in modeling the KKV

which weighed approximately 85 gm. Materials used in modeling the KKV

were aluminum, brass and nylon (see APPENDIX).

The calculation was, in the terminolgy of CTH, two-dimensional

cylindrical and used approximately 400 and 850 zones in the respective

x (radial) and y (vertical) directions. The mesh and material insertion

records sections of the input file to CTHGEN, the CTH mesh generator,

are given in the APPENDIX. These records are sufficient to define the

discretization and geometry of the impact problem. The total problem

time was 150 sec and dumps were performed at 10 sec intervals. The

calculations were performed on Eglin AFB's Cray Y-MP8/2128 supercomputer.

Each problem took something slightly in excess of 60 CPU hours to run

to completion. Needless to say, the analysis reported herein would be

impossible without this computational resource.
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RESULTS

The qualitative results of the two impact scenarios are given in

Figures 1 through 8. Four frames have been plotted in each figure, each

frame giving the response of the tank and water to impact at different

dump times. The interval between dump times was 10 sec. The left half

of each frame shows the location of the different materials at the

corresponding dump time. The right half of each frame shows the

interfacial lines between the different materials. In addition, lagrangian

tracer particles were embedded in the center of the tank wall at five

degree intervals. Although these tracer particles were not used for

this presentation, they were included in the two problems to enable one

to recover, as a function of time, how hydraulic ram effects impulsive

loading on the tank wall.

The response of the tank and its eventual breakup is very

different for the two impact scenarios. Figures 1 through 4 show plots

of the impact scenario when the filled portion of the tank is closer to

the KKV. For this impact scenario the KKV is entirely depleted. Upon

impact, the KKV generates a hemispherical shock wave in the water.

Between 30 and 40 sec after impact, the shock wave reaches the water

free surface and starts to deform it. Between 90 and 100 sec after

impact, the water free surface slams into the opposite side of the tank

from that of impact. Immediately, from this location, a flexural wave

propagates in the latitudinal direction in the tank wall. During the

time it takes for the water free surface to reach the opposite tank

wall, the shock wave that was generated upon impact interacts with the

tank wall which, at time zero, was in contact with water. Again, a

flexural wave is generated in the tank wall and propagates from the
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location of impact around the tank wall. The net effect of this flexural

wave is to open up the tank and to cause significant deformation of the

tank wall near the contact line where the water initially met the tank.

Thus, the effect of the impact process is to spawn, through hydraulic

ram, two flexural waves and it is these two flexural waves that are

responsible for the response and breakup of the tank. The effect of

impacting the tank near its filled portion is that the momentum and

energy of the KKV is distributed in a nearly uniform fashion along a

hemispherical shock in the water. Since the KKV was completely depleted

during impact, it would appear that one could accurately simulate this

impact scenario by replacing the impact process with an appropriately

designed explosive charge.

Figures 5 through 8 show plots of the impact scenario when the

empty portion of the tank is closer to the KKV. For this impact scenario

the KKV is not entirely depleted. Upon impact, the KKV slices through

the tank wall and remains relatively intact. The portion of the tank that

was sliced out appears to have been vaporized and it is this material

that first reaches the water free surface at around 20 sec. The KKV

starts to break up significantly when it impacts the water free surface;

however, even after 40 sec the lower portion of the KKV is recognizable.

As in the discussion of the previous impact scenario a shock wave is

generated in the water at the location of impact; however the shock

here is not as strong as the one discussed previously. The present

shock moves at a speed close to that of the debris from the KKV, while

in the previous impact scenario the shock wave out ran the debris from

the KKV. Even though the shock is not as strong as in the previously

discussed case, it is nevertheless more concentrated and focused. This

is perhaps due to the impulse from the KKV interacting with a free
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surface boundary and not a no-slip boundary as in the first impact

scenario. The focused nature of the shock is a major factor in

contributing to tank breakup. However, the shock alone is not the sole

reason for eventual tank breakup. Since the shock and the debris from

the KKV are traveling at nearly the same speed, they both contribute

to excessive deformation of the tank wall. Like the previous impact

scenario, a flexural wave is generated in the tank wall which eminates

from the location where the shock wave in the water and debris from the

KKV impact the tank wall. This flexural wave propagates around the tank

causing a modest amount of deformation at 150 sec. However, it is the

excessive deformation of the tank due to shock pressures and KKV debris

that are the primary reason for tank breakup. Since the KKV was not

completely depleted during impact, it is doubtful whether this impact

scenario could be simulated by means of an appropriately designed

explosive charge.

CONCLUSIONS

The impact of a KKV traveling at 7 km/sec and interacting with a

non-pressurized spherical shell filled with water at fifty percent

ullage has been modeled with the CTH hydrocode. The purpose of the

modeling was to give a qualitative assessment of how impact locations

affect the response of fuel tanks to hydraulic ram. It was determined

that proximity of the KKV to that portion of the fuel tank which is

empty can produce different responses oZ the tank. In particular the

mechanisms which control breakup of the tank are strongly dependent on

where the KKV impacts the fuel tank relative to location of fuel in the

tank. In all cases hydraulic ram is the source of the mechanisms: however,
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other factors such as ullage or initial conditions effect which mechanisms

will be present. The closer the KKV is to the filled portion of the tank

the more likely breakup of the tank will be due to propagation of large

amplitude flexural waves in the tank. The closer the KKV is to the empty

portion of the tank the more likely breakup of the tank will be due to

excessive deformation from a focused shock wave and KKV debris.

From a lethality point of view it is imperative to understand

which factors have what effects on fuel tank breakup. It has been

demonstrated that not only is ullage such a factor, but so is proximity

of the KKV to fuel in a tank. A statement that hydraulic ram is important

i, of itself, insufficient to describe effects hydraulic ram have on

fuel tank breakup since, depending on which !actors are present, hydraulic

ram can produce different effects. Ultimately, from i lethality point of

view, one would like to know which factors will produce what distribution

of impulsive loading. Hyd=ocode calculations for different impact

scenarios provide a useful tool for not only giving a qualitative

assessment of which factors are important but for also giving the desired

distribution of impulse loading for these factors. The hydrocode

calculations provided as part of this research effort form a starting

point for future efforts at defining criteria and extracting information

relative to characterizing lethality effects associated with hydraulic

ram in fuel tanks.
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MOUNTING TECHNIQUES FOR HIGH G IMPACT SENSORS

Wayne J. Zimmermann, PhD

INTRODUCTION.

The design of a smart, real-time, earth penetrating device capable

of identifying the enveloping strata requires a complex system having

the following characteristics: highly shock resistant, quick response,

completely self contained, reliable sensors and low self generated

noise. Figure 1 presents a functional view of the primary components of

such a system.

For the remainder of the report such a device will frequently be

referred to by the phrase: EP device.

Fiom Mournx
Suppor4 4 Partition/ /

Sevisor (Glass 13eads Processin3 Ssyem
(Parckthq)

Figure 1. A functional view of a smart EP device.

Research sponsored by the Air Force Office of Scientific Research,
United States Air Force, Wright Laboratory (AFSC), Eglin Air Force Base,
Fl.
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Time limitation required that a particular aspect of the overall

design be addressed. Hence, this report is restricted to a functional

review and the problems of interest, namely those associated with the

seniors.

FUNCTIONAL DESCRIPTION OF A EARTH PENETRATING DEVICE.

Assuming the penetrating system is given enough velocity to

significantly penetrate the earth the system must perform as follows:

1: Activate on impact.

2: The sensor should convert its information
to proportional voltage levels.

3: Sense the strata and variations.

4: Perform the identification in real-time, i.e., all
calculations must be done in less than 300 micro-seconds.

.. .Lsohnch Platform

air

0 V

rock

Figure 2. Cross-section of selected earth.
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To understand the functional behavior of a EP device consider the

following theoretical experiment: Let the structure of the earth be

defined by: a thin strata of hard concrete, several feet of compressed

strata such a sand supported by several feet of hard uniform rock which

in turn overlays a very thick limestone strata, see Figure 2.

Generally the structure of the earth is not known, hence a

penetrating device can be dropped from some height, thereby providing a

significant penetration which provides the sensing system with the

necessary information needed to identify the structure.

Throughout the following discussion we will assume that the EP

device strikes the earth at a normal and proceeds along a straight line.

Further, all EP devices are assumed to have a conic nose-cone. These

are strong assumptions since the device almost never strikes the earth

at a normal and shape of the nose has a definite effect on the

penetration has shown by C. W. Young (6).

During free fall the sensor should record zero since the atmospheric

resistance is small (relative). On impact with the earth the device

should begin recording. The resistant force induced by the strata

should cause the sensor to react in the following theoretical manner:

The initial output voltage of the sensor should be zero. As the device

penetrates to its full cross-section the resistant forces increase to

their maximum. If the strata's thickness is significantly larger than

the diameter of the penetrating device then the device will detect a

constant resistant force. Once the device is sufficiently close to

exiting from the strata the sensor will detect a variation in the

resisting force. If the supporting strata has a higher PSI then the

resisting forces will increase; if it has a lower PSI then the resisting
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forces will decrease. Hence the voltage output function, vo(t), should

take the form:

vo(O) = 0

vo(t) = a sharp increasing function. 0 < t < tl

vo(t) - a flat constant function. tI < t < t2

vo(t) = a sharp change. t2 < t < t3

as illustrated in Figure 3.

4J

0
e

U 0~

tp- t cwmt) IWIJd

Figure 3. A force plot for a EP device.

Similarly the velocity function will decrease in a step-like

function beginning with Vo and ending with zero. An associate velocity

curve is given in Figure 4.

Figure 4. Typical velocity plot for an EP device.
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PROBLEM DEFINITION.

The focus of this report is the sub-problem: for a EP device

investigate various mounting designs for a sensor capable of responding

to the varied strata.

A generic description of a sensor is best described by the beam

bending problem. Figure 5 illustrates such a sensing device.

CON rAC.r-5

V~bRA-r,,c N4A-s

Figure S. A strata sensor based on beam bending.

The principle behind the use of such a sensor is simply that the

amount of bending is proportional to the force encountered. Also the

beam will remain bent as long as the force is present. By running a

current through the beams of the sensor can be configured as a bridge

capable of measuring the resistant force by generating a voltage

output proportional to the force.

An important aspect of any system is sensitivity, its ability to

differentiate between various strata. If it is capable of making a

distinction between two dissimilar strata but not too dissimilar then

it is said to be highly sensitive. If the strata must be radically

different then it will have a low sensitivity. Much of the study
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assumed that the system possessed a low sensitivity.

The reliability of any system is dependent upon the sensors used to

gather data hence any sensor used by the system must be consistent,

reliable and simple. The Endveco accelerometer employed in this study

is a sensor capable of withstanding the high g loads hence it should be

reliable. It also respond to high frequency information.

Because the sensor frequently failed when configured with a hard

mount and high g loads the experiment was designed to test various

mounting configurations. Each configuration must still provide

accuracy, reliability, minimal system noise and durability.

EXPERIMENTAL STUDY.

Two experiments were performed, both based on reverse ballistics.

One experiment used a pendulum to accelerate the medium; the other use a

vacuum based acceleration device.

The pendulum based experiment provided low velocity impacts, hence

an acceleration configured in a hard mount never failed. The experiment

using the vacuum based acceleration device caused sensor failure.

7A

!Ii

Ia~rWITh SenSer

Figure 6. Setup using a pendulum configuration.
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Further, for this experiment the contact time between the medium and

the target is short and is therefore comparable to Figure 3 over the

range tr to tc plus a small time delta. But this is enough to determine

the amount of induced ringing.

In testing three distinct mounts it was found that the sensitivity

of the system and the accuracy of the system varied. This is seen in

the following argument: the hard mount produced large amounts of ringing

with the output not at all looking like the Figure 3. It is expected

that no system will produce a signal similar to that of Figure 3, but in

an attempt to design such a systen the accelerometer mount was

configured a number of ways. This configurations &re:

Type 1: Hard mount -- the ac,:ulrarometer is directly mounted to the

EP device.

Type 2: Lose small mass flot mount -- the accelerometer is mounted

on a small disk. The glass micri. beads are poured into a cavity in the

EP device while vibrating. The mounted accelerometer is supported in

the center of the cavity by the boads.

Type 3: Lose large mass float Aount -- the accelerometer is mounted

on a cylinder weighting twenty times that of the disk. The glass micro

beads are poured into a cavity in the EP device while vibrating. The

mounted accelerometer is supported in the center of the cavity by the

beads.

Type 4: Tight small mass float mount -- the accelerometer is mounted

on a small disk. The glass micro beads are poured into a cavity in the

EP device while vibrating. The mounted accelerometer is supported in

the center of the cavity by the beads. While the EP device is vibrating

the beads are then compressed.
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Type 5: Tight large mass float mount -- the accelerometer is mounted

on a large cylinder. The glass micro beads are poured into a cavity in

the EP device while vibrating. The mounted accelerometer is supported

in the center of the cavity by the beads. While the EP device is

vibrating the beads are then compressed.

Based on these configuration the following conclusion were drawn.

The hard mount responded to the high frequency ringing of the EP device

itself. By floating the sensor in a cavity filled with beads this

ringing is reduced. But if the beads are too lose the sensor does not

respond well to the forces. If the beads are compressed too tight they

will form react more like a rigid body and the sensor response is

similar to the hard mount.

With respect to the vacuum accelerator on two trial runs were

performed. This provided enough information to plan further experiments

but no conclusion were drawn from these trials.

RESULTS.

Base on the representative signals given in Figure A.1 through A.4

the following conjecture explaining the physical processes was

formulated. The signal acquired during the time interval B is generated

by the bending of the of beam while that occurring during period C is

due to the forces of resistance of the medium. The third component of

the signal is associated with decompression of the material and the last

component represents the beam moving to its normal position in response

to diminishing external forces and its internal forces. Figure 7 is a

typical response.
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Figure 7. A typical response due to impact.

CONCLUSIONS AND FUTURE DIRECTIONS.

The experiment has indicated that varied mounting schemes must be

tested. Further, additional study concerning the type of accelerometer

must continue with the direction being focused on the reduction of the

induced ringing. Since theoretically, the force is axial and opposite

in direction to the motion of the EP device some directional damping

device might serve to reduce the ringing. Figure 8. details a possible

configuration.

Figure 8. A directional accelerometer.

Any enhancement in the design of the sensing device will require a

greater understanding of the problem. Hence answers to a number of

questions such as: what activities take place when an EP device moves

through a medium like concrete or hard uniform rock? What equations

govern the phenomenon?
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Forthcoming is a short paper containing a mathematical description

of the interaction between the EP device and the earth. Further, work

on the packaging of the accelerometer will continue. Work will also

continue in the characterizing of the accelerometer itsmif. In their

paper, Yasukawa, at. al., (5), discuss the problem of simulation of

circular silicon pressure sensors with a center boss. An investigation

of the various designs of existing accelerometer would be of value and

might generate an improved sensing device. Improved signal processing

might be produced by the use of neural network, adaptive filters, time

frequency analysis, hidden Harkov processes and similar techniques.

These techniques can be found in: Boashash and O'Shea (1); Wilpon,

Rabiner, Lee, and Goldman, (4) and Widrow and Stearns (3). Further in

the future it it planned to look at the physics of penetration in a

uniform concrete-like medium.
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APPENDIX.

Typical response curves of the Endve-j accelerator

using a compressed (tight) large mass float mount.

Figure A.l. Steel on. foam response.

4PV17 2 B15

Figure A.2. Steel on steel responase.
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Figure A.3. Steel ortconcrete response.

Figure A.4. Steel ori aluminum response.
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Multiresolution FUR Image Analysis

In this report, we have accomplished two specific tasks:

(1) Development of Multiresolution Representations for FLIR Image Anal-
ysis using Nonlinear Scale Space.

(2) FLIR Image Analysis using a Nonlinear Multiresolution Representation.

Hypothesis/Rationale

1. Multiresolution analysis of FLIR images is not only only optimal but also practical.
2. Nonlinear Scalespace (unlike Wavelet representation) provides a multiresolution

representation without blurring the features.

Introduction

in this progress report we present some initial results on FLIR image analysis using
nonlinear scalespace. We have proposed a nonlinear multiresolution approach to image
analysis(l). We implement the multiresolution pyramid within the framework of Mathe-
matical Morphology (2,4). We propose the use of ASF(Alternating Sequential Filters) for
nonlinear scale space generation.

In the following zecion, we briefly review some important concepts of Mathematical
Morphology.

Mathematical Morphology

Mathematical Morphology (2,3,5,6,7) is primarily a Set theory and uses set transfor-
mations for Image Analysis. It extracts the impact of a particular shape on images via
the concept of Structuring Element (SE). The SE encodes the primitive shape informa-
tion. In a discrete approach, the shape is described as a set of vectors referenced to a
particular point, the Center, which does not necessarily belong to the SE. During Morpho-
logical transformation, the Center scans the whole image and matching shape information
is used to define the transformation. The transformed image thus, is a function of the SE
distribution in the original image.
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The two most fundamental transforms of Mathematical Morphology are EROSION
and DILATION. Let P(E) be the Set of all subsets X E E. Consider an arbitrary space(or
Set) E. With each point X of the space E, a spatially varying set B(X) called the SE is
associated. The set X E P(E) can be modified based on set transformation of X by E.
Let B, denote the translate of B by the vector x.

EROSION: {X: B, C X}
The eroded Set of X is the locus of centers x of translate B, included in the set X.

This transformation looks like the classical Minkowski Subtraction X E) B of set X by set
B:

XeB= EBlXb
bEB

DILATION
Dilation is a dual transform of erosion and can be expressed as:

XC& B = (X eB)c

where ( denotes dilation.

Let B be the transposed set of B, i.e., the reflected set of B with respect to origin.
Then the dilate X B ) is the locus of the centers of B, which hit (denoted by 1) the set
X.

X ED B = {x : BZAx# q}= {x: BjVX}

Dilation is related to Minkowski addition of Integral Geometry,

X E= U x,
YEI)

The next two important operators are obtained by a suitable combination of erosion
and dilation. The opening X with respect to B is defined as:

XB = (X eB)eB

The dual transform closing of X by B is similarly defined as:

XB = [(XC)B]C=(XEDB)eB

Grey level operators

Morphological operators have been extended for use with grey scale images (8). The
concept of the surface of a set and its umbra allows us to solve the grey level problem via the
binary one. A greyscale 2-D image can be viewed as a 3-D entity; two of the dimensions are
the spatial co-ordinates of the image, and the third dimension is the intensity of the image.
The intensity can be interpreted as the surface over the E2 plane. The Umbra provides us
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with the means to express the Surface as a Set, so that morphological operations can be
performed with this set.

Let B = {Br}, denote the structuring element. B is a set of vectors, with a grey value
associated with each vector. Let B(r) denote the grey value of the r t h vector. The Erosion
Ei(X, B) and Dilation Di(X, B) respectively of X by B can now be defined as:

Ei(X, B) = inf(X(i + r) - B(r)), r E B

Di(X, B) = sup(X(i + r) + B(r)), r E B

Signed Morphological Operators for Edge Detection

The Morphological Operators proposed until now use positive elements in the defi-
nition of the structuring element. This has been due to the fact that, these operations
have been conventionally used with pictures which are non-negative. We now propose the
Signed Morphological Operators, as edge/surface detection operators.

Let the set of structuring elements be partitioned into B = {Bp, BN }, where Bp
represents nonnegative vectors and BN represents negative vectors. Then, the Signed
operators can be defined as:

SE(X,B) = inf(X(i + r) - Bp(r)) - sup(X(i + r) + BN(r))

SD(X, B) = sup(X(i + r) + Bp(r)) - inf(X(i + r) - BN(r))

where, SE and SD represent the Signed Erosion and Signed Dilation respectively.
These Signed operators can be implemented via generalized operators for fast implemen-
tation.

Nonlinear Scalespace

Theorem Let C\ (closing) and O (opening) be a pair of primitives defined on a complete
lattice p. The indexed sequence of filters

Mk(AA') = M,.mA+i 2 _k(, \ , _A) . .. ,\

with A' > A > 0, m,\ = CAOA and 0 < i < 2k allows to define an operation

M=M\ =AMk (A,A')

which is a morphological filter called an alternating sequential filter of primitives C (clos-
ing) and 0 (opening) and with bounds A and A'.
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Nonlinear Scalespace Edges

Fig 1

Linear Scalespace Edges

Fig 2
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Features vs Time scale 1
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Alternating sequential filters are less severe and introduce less distortions when a
small structuring element is used before a larger one. Generally speaking, these filters can
be categorized as low pass filters. The properties of alternating sequential filters which
include progressivity, semigroup, measure of symmetry "shape sense" are excellent and
can be found in [7].

Multiresolution Featurs Analysis

We study the diurnal changes of detectable features of tactile targets in infrared images
at different resolutions. Twenty four images of tank T3, used in the experiments have been
obtained at each hour starting at 8.24pm, 12th October, 1988.

The images were preprocessed using histogram equalization technique [11]. Images at
reduced resolutions were derived using morphological scale space(l].

Fig 1 shows Nonlinear Scalespace edges while, Fig 2 shows the Linear (Wavelet based)
Scalespace edges.

The desired features in the Tank image were wheels, turret, middle thread, tool box,
and drive wheel. These features we&-e identified by detecting their boundary edge contours.
After thinning, edges were partitioned into edge segments at the intersection points and
the corner points. Points where the curvature of the contour changes considerably were
marked as corner points[13].

The uncertainty about the features were determined as a fractal measure of boundary
edges [14]. Fractal measure of a boundary contour is the percentage of the edge points
detected in the contour. The graphs(Figs 3,4,5) show this measure for different features
against time at three different resolutions : 1/2, 1/4 and 1/8, of the original resolution.
Although these percentage values do not express an absolute measure of uncertainty of
features, they are useful in comparing uncertainties of different features and their variations
with time.

The graphs of edge fractal measures, or diurnal thermal signatures, show the thermal
behavior of the materials of the features. Most of the features observed have shown similar
thermal properties and have appeared in a constant manner over the day. The invariant
behavior of these features are due to their high theenal mass and can be used to distinguish
the target from other surrounding objects and terrain patterns. We believe that diurnal
thermal signatures may be successfully used in the detection of tactile targets.

Since high resolution signals are often affected with noise and redundant information,
it is important to examine thermal signatures at different resolutions. We adhere to mor-
phological transforms to obtain the multi scale representation to avoid feature blurring
in linear scale space. At low resolution, the signatures display similar variations, while
some of the features, such as wheels and the turret, are more prominent than others.
We conclude that confidence of the target detection process can be improved
by utilizing the thermal signatures of features that remain significant in scale
space.
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AUTOTIC SFG4NUThmION OF INFRARED IMAGES

Dr. D.V. Satish Chandra

ABSTRACT

Image segmentation is an important step in any image processing or

target recognition system. The motivation behind this research is to

investigate if the performance of the segmentation algorithms can be

improved by setting the parameters of the segmentation algorithms

depending on the global image and target characteristics such as

contextual -ene information, time of the day, weather conditions etc.

This report presents the performance of a segmentation algorithm based cn

probabilistic relaxation on several infrared tank images taken at various

times of the day.

I. INTRODUCTION

In the early 1980's Low Altitude Navigation and Targeting Infrared

for Night (LANTRIN) program was initiated to develop a capability for an

airborne forward-looking infrared (FLIR) system which would automatically

detect and locate targets in an area on the ground known to contain

targets. The segmentation operation, which extracts the target from the

background, is an important step in the target recognition process. The

main problem with segmentation algorithms is the degradation in the

performance on a set of imagery different from the ones used in the

initial development of the algorithms.

Infrared (IR) images are obtained by sensing the thermal radiations

emitted or reflected by the target in t. a infrared spectrum. Time of day

and weather conditions greatly affect the quality of the FLIR images. The

atmospheric scatter and absorption of thermal radiations result in the

loss of contrast between target boundary and its background. Therefore, in

order to achieve good segmentation performance it is essential that the
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segmentation algorithms should take into account the specific

characteristics of the FLIR images which depend on the time of day,

weather and atmospheric conditions. In the following sections a

segmentation algorithm based on probabilistic relaxation and several

variations of the basic algorithm are presented. The results of the

segmentation algorithm whose parameters are adjusted based on the gray

level and gradient models of the image are also given.

II. RELAXATION LABELING

Relaxation is an iterative approach for using contextual information

to reduce local ambiguities. Suppose that there exists a set of objects A

f a,, a 2, ... , a.), each of which can belong to one of M classes W,, W2,1

..., w,. In image segmentation problem, the set of objects in general is

the set of pixels in the image and classes correspond to target and

background classes. In probabilistic relaxation, the probabilities Pi(T)

and Pi(B) that pixel i belongs to the target class and the background class

respectively, are estimated on the basis of the gray level or a set of

local measurements. These probabilities satisfy the condition

P (T) +Pt (B)= ()

The pixel probabilities are updated iteratively based upon initial

probabilities and a set of measurements made on a local neighborhood. When

the process is iterated several times the contrast between the object and

background increases, so that segmentation becomes trivial. However, the

perfc:mance of the relaxation method, in general, depends on the initial

labeling ot pixel probabilities and the iterative updating process. These

steps are discussed in detail in the following sections.

Assignment of Pixel Probabilities:

The initial assignment of probabilities to every pixel is very

important since it affects the convergence rate and the result, of

segmentation. The simplest way to assign initial probabilities is to
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define

, (--- IM(2)
(G-1)

Where Pi (T) denotes the probability that the ith pixel belongs to the

target class, I (i) is the gray level of the ith pixel, and G is the number

of possible gray levels.

Updating Rule:

There are many possible iterative schemes that can be used to update

the pixel probabilities based upon initial probabilities and compatibility

coefficients. A simple updating rule used by Rosenfeld et al. I ] has the

form

P(T [1+q (7)] (3)

P1 (T) [lq 1 (n)] +P(B) [l+q1 (B)]

Where the update factor q1(T) is given by

_()L ( c(i,T;j, T) Pj(7) + c(i,T;j,B) Pj(B)] (4)
Nt j .M,

Here the compatibility coefficient c (i, T;j,B) represents the quantitative

measure of the class assignment I(i) E T and I(j) E B and Ni is some local

neighborhood of pixel i. The compatibility coefficients for the updating

rule (3) always lie in the fixed range [-1,1], with positive values

representing compatibility and negative values representing

incompatibility of the class assignment. Nonnegative compatibility

coefficients, with 0 representing high incompatibility and high values

representing high compatibility, can be used insteab if the pixel

probabilities are updated by the following rule:

P+P,(r) q (T (5

= P (7) q(T) + Pi(B) q1 (B)

Pixel Neighborhood:

The pixel neighborhood, N1, used in the updating process generally
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consists Qf the ith pixel and its eight nearest neighbors. In this

research, an adaptive neighborhood c-'nsisti., of the five nearest pixels

which are closest in gray value to the pixel under consideration is also

used in computing the update factor. Fig. 1 shows the basic structure of

the automatic segmentation system.

III. RESULTS

The test images used in the segmentation experiment consist of

twelve FLIR images of a military tank taken at two-hour intervals of the

day. The mean and the standard deviation of the gray values of these

images plotted as a function of the time of the day are shown in Fig. 2.

Even though the histograms of most of the test images are bimodal, the

valley between the two peaks in any histogram does not corresp3nd to the

border between the target and background. The reason for this is that the

contrast between the ground and sky regions is higher than t.iat between

the target and background regions. However, thresholds can be selected

manually from the histograms to obtain the best possible segmentation of

the targets and are shown in Fig. 2. Note that the large variation in

threshold values makes it difficult to automate the threshold selection

process. The threshold variation can be reduced to some extent by

stretching the histogram after centering the mean pixel value on the gray

scale and is shown in Fig. 3. However, it is not always possible to

segment the target from the background by selecting the threshold in this

manner without additional processing.

Threshold selection process can be automated by ising a reliable

segmentation scheme such as relaxation labeling described in the previous

section. In relaxation labeling approach the initially ambiguous "light"

and "dark" probabilities converge to virtual certainties as the proceas is

iterated making the threshold selection trivial. The target and background

pixels of the test images lie predominantly in the dark half, and as a

result the gray levels of both target and background pixels would be
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Figure 1. Automatic segmentation system.
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driven toward the dark end of the gray scale by the iterative process if

the initial probability assignment is made according to (2). In order to

avoid this, an alternate initialization scheme that stretches the

histogram after centering the mean gray value on the gray scale as given

by the following equation can be used.

P(7)= 1 + I(i)-p 1  (6)
2 X

where

X_2 (Ihjg- z) , I(i)kpz (7)
X = 2 (pr - II) WI(i pr

and Ihiqh, Ilow and g, are the high, low and mean intensity values

respectively, computed over the entire image. It was observed that the

variations in the choice of the compatibility coefficients affect the

convergence rate, but has very little effect on the quality of the

segmentation result. The entire simulation experiment was carried out

using rule (5) to update the probabilities, with the compatibility

coefficients c(i,T;j,T) and c(i,T;j,B) set at 1 and 0, respectively. The

performance of the relaxation algorithm described above is evaluated using

the test images shown in Fig. 4. In order to improve the segmentation

result at the target boundary, an adaptive neighborhood, consisting of

five neighborhood pixels which are closest in gray value to the pixel

under consideration, is used in the computation of the update factor. The

segmentation results on the tank image of Fig. 4(a) are shown in Fig. 5.

It can be seen from the histogram plots that after a few iterations,

histogram becomes bimodal separating the two classes making the threshold

selection (chosen at the center of the gray scale) trivial.

Another method of improving the segmentation performance at the

target boundary is to use adaptive smoothing (11] in the computation of

the update factor. The adaptive smoothing operation adjusts the weights of

the convolution mask based on the gradient so as to avoid smoothing at the
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(a) Tank image taken at the 0th hour of the day.

(b) Tank image taken at the 20th hour of the day.

Figure 4. Test images and their histograms.
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(a) Iteration 1

(b) Iteration 2

I, I

(c) Iteration 4

Figure 5. Results of applying the relaxation processs to
test image of Fig. 4(a).
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discontinuities. Segmentation results on the tank image of Fig. 4(a) after

four iterations of the relaxation process when a fixed eight-pixel

neighborhood, five-pixel adaptive neighborhood, and adaptive smoothing are

used in the computation of the update factor are shown in Fig. 6. The

results indicate that the boundary of the segmented target is sharper when

either adaptive neighborhood or adaptive smoothing is used.

The performance of the relaxation algorithm can be further improved

by incorporating the standard deviation of the gray values in the

assignment of initial pixel probabilities. Segmentation results for the

image of Fig. 4(a), when the initial probability assignment is made

according to (6) with X replaced by X0Y, where O, is the standard deviation

of the gray values, are shown in Fig. 7. The results indicate that the

incorporation of standard deviation information increases the rate of

convergence of the algorithm.

The results of segmentation on the tank image of Fig. 4(b) using the

procedure described above are shown in Fig. 8. Observe that it is not

possible to segment the target from the background even after the

convergence of the algorithm. This is due to the fact that the contrast

between the target and the background is very low at this time of the day.

However, if the edge information is incorporated in addition to the gray

level information into the relaxation process the performance can be

improved. This can easily be done by modifying the initial assignment of

pixel probabilities as shown below.

1 + A( I(I)-P ) + B( (E(i)-P) (8)
2 X Y

Where

I - () aP (9)

X = iz.ihlP. I(i) < z
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(a) Fixed eight-pixel neighborhood

(b) Eight-pixel adaptive smoothing

(c) Five-pixel adaptive neighborhood

Figure 6. Results (after four iterations) of applying the relaxation
processs, with different update factors, to test image of Fig. 4(a).
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(a) Iteration 1

-. A

(b) Iteration 2

(c) Iteration 4

Figure 7. Results of applying the relaxation processs to test image of
Fig. 4(a), when the initial assignment of pixel probabilities is a

function of the standard deviation of pixel values.

22-12



a)- iteratin I

(a) Iteration 1

(b) Iteration 2

4

(C) Iteration 4

Figure 8. Results of applying the relaxation processs to

test image of Fig. 4(b).
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F t o-Pzr, EWi z (10)
Y =[ -El, EWi <;Lj

E (i) is the Sobel edge magnitude of the ith pixel, Ei, E1 , and p.

represent the high, low, and mean edge values over the entire image, and

A and B are factors which control the gray and edge value components in

the initial assignment of pixel probabilities. The values for A and B are

determined based on the target/background contrast, variance of gray and

edge values, time of the day, etc. The results of segmentation on image of

Fig. 4(b) with initial probabilities assigned according to (8) are shown

in Fig. 9. Here, the parameters A and B are taken as a constant multiplied

by the inverse of the standard deviation of gray value and edge magnitude,

respectively.

IV. SUMMARY

The simulation results indicate that the performance of segmentation

algorithms can be improved by tuning a set of algorithm parameters based

on image models. The segmentation algorithm described in this report uses

the gray level and the Sobel-gradient models of the image. The contrast

between the target and background in a FLIR image is greatly dependent on

the weather conditions and time of the day at which the image is taken. It

is believed that the segmentation performance can be improved further if

time of day information can be ised to adjust some of the algorithm

parameters. For example, time of day information can be used to determine

the gray value and edge content in the initial assignment of pixel

probabilities or to control the degree of smoothing at each iteration of

the relaxation process.

It was also observed that the effectiveness and accuracy of the

relaxation technique in segmenting images depend on the choice of the

neighborhood and the method used in computing the updating factor.

Incorporation of adaptive smoothing into the computation of the updating

factor resulted in an improved segmentation performance at the target
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(a) Iteration 1

(b) Iteration 2

(c) Iteration 4

Figure 9. Results of applying the relaxation processs, using both gray and
edge values in the assignment of initial probabilities, to test

image of Fig. 4(a).
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boundary.

Also, due to significant differences in target surface temperatures

and the statistical changes the target goes through during the course of

a day, the target surface may have more than one homogeneous region

depending on the time of the day. It may therefore be more appropriate to

regard the segmentation problem as a multiclass problem instead of a two

class problem and to segment the target into several constituent parts.

The number of classes to be used in the segmentation algorithm is a

function of the time of day and can be determined by having some knowledge

of the thermal characteristics of the target. Since the segmented target

may have more than one region, segmentation and recognition should be

treated as an integral operation and implemented as a rule based system.
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Performance Evaluation of Rule Grouping Algorithm Running on
the Activation Framework Architecture

Ing-Ray Chen and Bryant Poole*

August 9, 1991

Abstract

The objective of this research is to design and develop rule grouping algorithms for maximiz-
ing the performance of real-time rule-based systems running on the Activation Framework (AF)
architecture [GRE 87]. This research involved the development of a formal theory for quantify-
ing the estimation of performance metrics based on probabilistic parameter modeling and the
design of a rule grouping algorithm based on Kernighan-Lin (KL) heuristic graph-partitioning
for a single processor system. A demonstration system based on the theory and algorithm
has been developed and tested on a portion of Advanced GPS Receiver (AGR) and Manned
Maneuvering Unit (MMU) knowledge bases.

1 Introduction

The SKRAM toolset is an ongoing project [GRE 91A] that is designed to automate the development

and testing of real-time expert systems running on the Activation Framework (AF) architecture.

The AF architecture supports a dynamically prioritized, distributed, message based, object orient-

ed, real-time Ada run-time environment. The user is allowed to specify independently scheduled

groups of rules which are automatically converted into Ada Activation Framework Objects (AFOs).

Unlike a conventional real-time scheduler which uses a static time-sliced scheduling mechanism to

execute AFOs in a processor, the AF architecture uses an innovative event-sliced scheduling mech-

anism: the AFO priorities are changed dynamically by the arrival of events (e.g., messages sent

from one AFO to other AFOs or alarm messages sent from the AF to AFOs) which reflect the

change of the system environment; the most important AFO is always scheduled to execute next.

*The authors are with the Department of Computer and Information Science, University of Mississippi, Weir 302,
University, MS 38677.
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The advantage of this approach is that it eliminates the use of interrupts to invoke the processing of

critical AFOs. In the AF architecture, the importance of AFOs is always re-computed every time

an event occurs, e.g., when a message carrying a new fact is delivered by the AF. Furthermore,

this guarantees that the system runs in real-time because it ensures that the most important rule

or AFO is executing at any time.

Despite the technical soundness of the SKRAM project for real-time expert systems, there

is a perceivable system overhead for executing the event-drive scheduling mechanism. First, the

processor is essentially interrupted (to determine the most important AFO) every time a message

is delivered from one AFO to other AFOs, or when an alarm is triggered. Second, if the currently

executing AFO indeed becomes less important than some other AFO, then the AF must perform

a context switch to allow the most important AFO to run. This issue is further complicated by

the rule-grouping algorithm which allocates independently scheduled rules to separate AFOs. For

example, if each rule is allocated to a separate AFO, then this overhead may be quite significant

because the AF has to deal with a handful of processes (AFOs) at the AFO level and the chance

that this overhead will become a factor is high; on the other hand, if the rule-grouping algorithm

allocates many rules to a single AFO, then, although the overhead at the AFO level is reduced

(because there are fewer processes), the overhead requirc. - -' Auling different rules within a

single AFO may again be significant. A similar mechanism (e.g., [GRE 91B, FOR 82]) has to be

applied at the rie level for scheduling the execution of rules within a single AFO, thusintroducing a

lot of system maintenance overhead for keeping track of which rules are ready and which rule should

be fired, etc. Both overheads, one at the AFO level and the other at the rule level, degrade the

performance of the system since they defer the time required for firing productions rules. Therefore,

the best rule-clustering algorithm for optimizing the system performance should balance these two

overheads, thereby minimizing the total system overhead.

Current research directions toward rule-clustering algorithms for expert systems [MEH 91, JAC

90] are not tied in with the AF architecture and thus do not consider this design trade-off. The

basic approach of these algorithms is to select a distance metric between each pair of rules and, after

allocating each rule to a separate group, iteratively merge groups with the minimum inter-group

distance until a ..topping condition is met. These algorithms stop either after a pre-determined

number of groups is obtained [MEH 91] or the inter-group distance between the next two groups to

be combined is no longer positive [JAC o0]. These algorithms are not applicable to real-time expert
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systems running on the AF architecture because there is no provision for balancing the AFO-level

and rule-level system overheads.

Another class of algorithms [KER 70, LEE 89, BAR 82] deal with a more general graph-

partitioning problem as follows: given a graph G with costs on its nodes and edges, partition the

nodes of G into k groups of specified sizes, $1,S2, ..- , sk, so as to minimize the total cost of the

edges cut. The problem can be related to the rule-clustering problem in the AF architecture as

follows: (a) each node corresponds to a rule with its cost proportional to the size of that iule, (b)

each edge going from rule i to rule j is assigned a cost of one if rule j uses a fact generated by rule

i; or zero otherwise, (c) minimizing the total cost of the edges cut when the graph is partitioned

into k groups of specified sizes corresponds to minirrizing the AFO-level overhead with k AFOs in

the system because the message flow between these . AFOs is minimized, and (d) the specified size

for each of the k AFOs (AFOi, 1 < i < k) is rel.ted to the rule-level overhead with the overhead

of AFOi proportional to si. After the problem is formulated this way, the key idea then is to select

the best k and 81,82, ... , 8 k, such that the performance of the system is optimized. Thus, these

graph-partitioning algorithms (which vary in time and space requirements) are not solutions to our

problem, but can be used as subroutines in the construction of the best rule-clustering algorithm

for determining the best k and 81,82,... 8k. To construct the best rule-clusterh, g algorithm, first

a model has to be constructed to describe the run-time behavior of the real-time expert system

running on the AF architecture. The model will allow us to evaluate a selected (k, 1, 2,'", ,k)

set by taking into account the trade-off between the AFO-level and rule-level overheads. The best

k and 81,82,' ", sk obtained this way will be the one that optimizes the performance of the system.

This report concerns the case in which 81,82,... and sk are equal, i.e., k-way balanced partition,

and is interested in knowing what k value can best optimize the performance of the system.

The rest of this report is organized as follows. Section 2 proposes a probabilistic Markov model

for estimating the performance of real-time expert systems running on the AF architecture. Based

on this model, a closed-form expression for the system performance is derived which serves as a

basis for evaluating rule grouping algorithms. Section 3 discusses techniques for parameterizing the

model parameters. Based on the model, Section 4 develops a best-k rule grouping algorithm by

utilizing a graph-partitioning algorithm as a subroutine, with the goal of searching for the best k

value for optimizing the performance of the resulting system. Section 5 demonstrates the feasibility

of the model and algorithm by applying them to the Advanced GPS Receiver (AGR) and the
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Manned Maneuvering Unit (MMU) knowledge bases and compare the theoretical prediction with

the empirical result for the AGR system. Finally, Section 6 summarizes the report and outlines

some future research areas.

2 Modeling of AF Architecture

In the construction of the model for describing the run-time behavior of the AF architecture, we

first distinguish the following two classes of AFOs: (a) Application Code Objects (ACOs) which

are created from groups of production rules, and (b) System Code Objects (SCO) which perform

system-level functions such as injecting or logging data [RTI 91].

A Markov probability model is proposed as a tool for evaluating the performance of rule clus-

tering algorithms running on the single-processor AF architecture. The model uses a finite state

machine in which the system execution is modeled as a progression through the following states:

* ACO: in this state the CPU is allocated to an ACO. The ACO may be performing useful

work, e.g., firing a rule, generating some new fact, etc., or it may be spefa for the rule-level

overhead. e.g., determining which rules are ready and which rules should be fired by applying

a pattern matching algorithm for saving the states of the rules within a single ACO, etc.

* AF: in this state, the CPU is allocated to the AF's operating system. This state models part

of the AFO-level overhead due to the employment of the event-driven scheduling mechanism.

If the AF gets control because the currently executing ACO sent a message to a value dis-

tribution node (VDN) [RTI 91], then the CPU power is used to (a) deliver the message, (b)

calculate the priming function of the receiving ACOs, and (c) compare the importance levels

of the sending and receiving ACOs to determine which ACO is to get the CPU next.

* SW in this state the AF uses the CPU for performing a context switch, i.e., saving the states

of the sending ACO (or the ACO which just returned to AF) and transferring the control to

the ACO having the highest importance level. This state also models part of the AFO-level

overhead.

* SCO: in this state an input or output SCO takes over due to a data injection or logging event

(e.g., an alarm event). The CPU power is used to service the I/O alarm event, switch the

CPU from the currently executing ACO, perform a data injection or loggipg operation, and
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Figure 1: The Markov Model for the Single Processor AF Architecture.

switch the CPU back to an ACO when the operation is completed. This state also models

part of the AFO-level overhead.

s T: the termination state.

Figure 1 shows the model which is constructed as follows:

1. When the system is in the ACO state, the CPU is used by an ACO for processing an arriving

fact, i.e., determining which rules are ready to fire due to the arrival of the new- fact, and

selecting one to fire among the set of ready rules, if any. Firing a rule may generate new

facts which may (a) terminate the system, (b) instantiate other rules within the ACO, thus

requiring the ACO to process the new fact again, or (c) instantiate rules in other ACOs,

thus requiring the ACO to send a message carrying the fact to other ACOs via a VDN. The

time that is required for the ACO to process an arriving fact is assumed to be exponentially

distributed with a constant rate A. The 'probability of terminating the system (event (a)

above), executing the same ACO again (event (b)) and returning the control to AF (event

(c) or when there is no rule that can be fired) are q, r, and 1 - r - q, respectively. In Figure

I rhese ,'orrespond to the horizontal transition at rate qA, the self-looping transition at rate

7-A -uut shown in the figure) and the diagonal transition at rate (f - q)A, respectively.

2. When the AF takes over (i.e., in state AF), the time that is required for the AF to deliver a

message from the sending ACO to another ACO and re-compute the priorities of these two
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ACOs to determine which one has the higher priority is as. umed to be exponentially and

randomly distributed with a constant, service rate p. Assume that the average number of

ACO connections for each rule having at least one ACO connection is m. Then, the overall

rate for the AF to deliver a message and re-compute priorities of all involved ACOs is P.

Further, it is assumed that with probability p, the control will be transferred to a new ACO.

Hence, with probability p the sending ACO will retain the CPU. These events correspond to

the diagonal transitions at rate if the CPU is retained by the sending ACO and at rate Em m

if the CPU is allocated to a new ACO, respectively.

3. When the AF allocates the CPU to a new ACO, the system is in the SW state. The CPU

time is used for performing a context switch. The time for performing a context switch is

assumed to be exponentially and randomly distributed with a constant context-switching rate

0. After the context switch is performed, the CPU is allocated to a new ACO and the system

is again in state ACO. This event corresponds to the horizontal transition at rate 0.

4. If the list of SCOs to be checked by AF at regular intervals exists, then state SCO exists. (See

section 4, AFC manual [RTI 91].) In this case, whenever an ACO makes a call to a framework

function, AF will compare the importance level of the executing ACO with those SCOs in the

list (if sufficient time has elapsed since the last time the comparison was performed) to see if

the CPU should be allocated to one of them. The time for this event to occur is assumed to

be exponentially distributed with a constant alarm rate a (e.g., the data sensor rate plus data

logging rate). The event corresponds to the vertical transition at rate a from state AGO to

state SCO. When the system is in state SCO, the time required for the system to return to

state ACO is assumed to be exponentially distributed with a constant rate a. This quantity

includes the time required to perform a data injection or logging operation as well as the

time for performing a context switch twice: one to switch from state ACO to SCO and one

to switch back from SCO to ACO. This event corresponds the vertical transition at rate a

from state SCO to state ACO.

5. The system continues to perform state transitions until it reaches state T.

The performance measure of interest in this model (Figure 1) is the mean time to termination

(MTTT), i.e., the mean time required for the system to transit to state T from state ACO. This
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Figure 2: The Single Processor Markov Model with No Termination State.

measure reflects the average time required for a rule system to terminate. Thus, the design goal in

this case is to minimize the MTTT.

A variation of the above model is the case in which a rule system never terminates (e.g., running

an infinite loop in an embedded process-control system). This is shown in Figure 2. In this case,

the performance measure of interest is the effective production rate, namely, APACO(OO). This

performance metric measures the number of facts generated (or rules fired) per time unit and is

obtained as follows: A is the production rate-'when the system is at state ACO, but the system

only stays in state ACO with probability PAco(oo); consequently, the effective production rate is

APACO(oo). Note that this performance metric accounts for the trade-off between the AFO-level

and rule-level overheads by considering the proportion of time the system stays at state ACO

(which accounts for the AFO-level overhead) and the rate at which the system fires a rule once

the system is in that state (which accounts for the rule-level overhead). An important observation

is that A decreases as more rules are grouped within one ACO because more time is spent for

processing a new arriving fact over a larger sorting network.

The following table summarizes the symbols which will be used in the report.

N: number of rules in the system.

k: number of ACOs (groups) in the system.

m: the average number of external ACOs that a rule connects to.
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s : namber of rules in the jth group.

A: the new-fact generation (or rule-firing) rate when the system is at state ACO.

A : A with each ACO containing i rules.

its: the service rate of AF.

0: the context switching rate of AF.

a': the alarm rate of SCOs.

a: the service rate of an SCO, including the context switch overhead.

D: the average time to complete an I/0 operation.

q: the probability that when an ACO generates a fact, the termination condition has been met.

q: 1-q

r: the probability that when an ACO generates a fact, the fact will instantiate rules within the
same ACO.

r: 1-r

- q : the probability that when an ACO generates a fact, the fact will instantiate rules in other
ACOs.

t/: the average number of rules affected (that have to be inspected) in an ACO when a new fact
arrives.

~j 1 with each ACO containing j rules.

p: the probability that AF transfers the CPU to a new ACO after servicing a message delivery.

p: I - p, the probability that the sending ACO retains the CPU.

Pi(t): the probability that the system is at state i at time r.

po : the probability that the AF will allocate the CPU to a connectiug ACO.

Pi(oo): the steady state probability that the system is at state i.

Pytem : the effective production rate of an expert system, i.e., APAco(oo).

Psystem,j : Pytem with each ACO containing i rules.

Without loss of generality, the analysis henceforth assumes that the rule system never termi-

nates. The peiformance measure of interest is the effective production rate, i.e., the number of

facts generated (or rules fired) per second, APAco(oo), or, Pyat. This measure can be obtained

by solving for PAco(oO) from the following set of linear equations describing the Markov model in

Figure 2 [ROS 89]:

PACO(OO) + PSCo(oo) + Psw(oo) + PAF(oo) = 1;
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APAF(CO) = , PAco(oo);

OPsw(oo) pPPAF(oo);

aPsco(OO) = PACO(oo).

This yields

PACO(00)

and thus

Psystem - (1)

This performance equation has an important implication: for a given k-way partition (e.g., : = 1

means there is only one group), the system performance increases as A, 0, u or a increases, and as f,

p, m, or a decreases. To improve the performance of the system, we like to decrease f, p and m by

selecting a lower k value (thus minimizing the AFO-level overhead); however, this would decrease

A (i.e., increasing the rule-level overhead) which will adversely degrade the system performance.

Therefore, the goal is to select a best k value which can balance these two opposite effects.

3 Parameterization of Model Parameters

Equation (1) can serve as a basis for predicting the performance of the system when all parameters

are quantfied after a particular rule grouping algorithm has been applied to partition the production

rules into groups. Some of these parameters are machine-dependent but insensitive to the use of

rule grouping algorithms. These are called statistically measurable parameters. Others are sensitive

to the utilization of rule grouping algorithms and the way a group processes a new fact. These are

called computable parameters. This section discusses techniques for quantifying these two types of

parameters.

3.1 Statistically Measurable Parameters

Statistically Measurable Parameters include 0, A, a and a. These are discussed in the following.

* 0 denotes the average number of times the CPU is capable of performing a context switch

(dedicated for that purpose) per time unit. For an 80386 machine, for example, the aver-

age time required for the AF to perform a context switch is about 2 milliseconds [RTI 91].
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Therefore,

0 & 500 sec- 1  for8s0w

" p denotes the average number of times the CPU is capable of (a) delivering a message from

an ACO to another ACO and (b) re-computing the priorities of these two ACOs to determine

which one has the higher priority. For an 80386 machine, the average time required for the

AF to perform this service is about 1.5 milliseconds [RTI 91]. Therefore, p can be estimated

by

p 700 sec-1 for 80386

" a denotes the average number of times per time unit that the execution of the rule system is

interrupted by data injection or logging activities. For example, if it is measured that there

are about five data injection and five data logging operations per second, then o = 10 sec- 1.

* a denotes the average number of times the CPU is capable of performing a data injection or

logging operation, given that an alarm event has just interrupted the execution of the rule

system. The way the system is modeled assumes that whenever the system is interrupted by

an alarm event, an input or output SCO is ready to perform an I/O operation. Further, the

time required to service the operation includes the overhead for the system to switch back

and forth between states ACO and SCO. Based on this, a can be approximated by

1

where D stands for the average time actually required to input/output the data from/to the

I/O devices, e.g., reading a block of data from the serial port or dumping a block of data to

the disk, etc. D is a statistically measurable quantity, e.g., D ; 20 milliseconds for an 80386

disk read/write operation.

3.2 Computable Parameters

Computable parameters include r, m, p and A. These parameters are sensitive to the use of rule

grouping algorithms. (In fact, they are outputs of rule grouping algorithms.) In addition, A is

sensitive to the mechanism with which each group (or ACO) processes new arriving facts.

We first define some data structures used by rule grouping algorithms. Then, we explain how to

compute these parameters using these data structures. Let 1[1..N, 1..N] be the adjacency matrix
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of the input Evidence Flow Graph (EFG) that shows the connectivity of production rules, i.e.,

aii= 0 for all i and aij = 1 if rule j uses a fact generated by rule i; 0 otherwise. Let B[1..NJ

be the output partition vector of a particular rule grouping algorithm which has been applied to

partition the rule production rules into k groups, cuch that if b[ij = j then rule i is allocated to the

jth group. In the following we discuss techniques for computing r, p, n and A.

9 r denotes the probability that when an ACO generates a fact, the fact will instantiate rules

within the same ACO, rather than instantiating rules in other ACOs. We can approximate r

by
N N

Z ai,
j=l

Ci bWj=b[(
C N N (2)

Yaij
i~j=l

where C stands for the total number of connections in the connection matrix and Ci stands

for the total number of internal connections for all k groups after the partition. When there

are fewer groups, r -- 1 and, conversely, when there are many groups, r --+ 0. For a given k,

a rule grouping algorithm should maximize r (thereby minimizing f) as much as possible to

reduce the AFO-level overhead.

* m denotes the average number of external groups that a rule connects to: - This can be

estimated in three steps: (a) computing, for each rule having at least one external connection,

the number of groups it connects to, (b) accumulating the total count for all such rules, and

(c) dividing the total count by all such rules. Hence, the average number of external ACO

connections per rule is an output of a partition. Obviously, m increases as the number of

groups increases and, as a result, the AFO-level overhead involved for sending a message

from an ACO to all its connecting ACOs increases, a behavior which we have modeled in the

Markov model.

* p represents the probability that the AF will perform a context switch after it had serviced

a message delivery. If we assume that the AF, when servicing a message delivery from an

ACO, inspects each connecting ACO in succession to determine whether the CPU should be

switched to that connecting ACO with a success probability po, then the probability that the
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AF will perform a context switch is proportional to m as follows:

m

p= Po(1- poi (3)
i=1

This approach gives a reasonable estimation of p since it can well explain why p z_ 1 when

there are many groups.

* A denotes the rate at which a new fact is generated by a group. The magnitude of this

parameter largely depends on how many rules there are in each group. For that purpose,

let Ai denote this rate when there are j rules in each group. Furthermore, let Aj relate to

A, (the new fact generation rate when each ACO contains exactly one rule) by the following

equation:
A,

where 7/j stands for the number of rules that have to be processed by a group containing j

rules when a new fact arrives. The advantage of relating Ai with A1 is that A1 is a mea-

surable quantity and, therefore, if 77j can be estimated properly, Aj can be computed from

A1. For example, for 80386 machines with iMflops processing capability, if each rule contains

approximately 500 machine language (floating point) instructions, then

A, _ 2000 sec-1

To properly estimate 77i, we distinguish the following two mechanisms with which each group

may process an arriving fact:

- Non Data-Driven Mechanism: In this scheme, all j rules within a group are encoded as

a succession of if-then code blocks. Therefore the processing time required to generate

a new fact is about j times as large as required when there is only one rule per group

because all j code blocks must be examined before one is selected to fire. Under this

non data-driven scheme:

7= j ; and Aj - -

Consequently, for a selected k-way partition, since j = N/k,

A = A I k for non data-drivenN

where N is the number of rules in the rule system.
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Data-Driven Mechanism: In this scheme, each group maintains a sorting network (con-

sisting of RTGO, BFO and RO data structure objects - see [GRE 91B]) with a size

proportional to the number of rules in each group. When a new fact arrives, instead

of inspecting all j rules, only a portion of these rules in the sorting network (that are

affected by the new fact) are inspected before the most important rule is selected to run.

As a result, i j can be estimated by the average number of internal connections per rule,

i.e.,
Ci

where Ci stands for the total number of internal connections for all groups as defined in

equation (2). Recall that r = Ci/C where C stands for the total number of connections

of the input connectivity matrix. Therefore the average number of rulc that have to be

inspected, 77j, is related to r by
rC

77i= -
Consequently, for a selected k-way partition,

A __N for data-drivenrC

4 The Best-k Rule Grouping Algorithm

In this section, we develop a rule grouping algorithm, called the best-k rule grouping algorithm. The

goal is to compute the best k value under which the performance of the system can be optimized.

The best-k Algorithm

input: EFG, 0, , a, A,1, D, and po.

output: k and the k-way partition vector (B[1..N]).

data structure: the adjacency matrix A[1..N, 1..N].

1. determine N, and A[1..N, L..N] from the input EFG.

2. set k = 1.

3. while k < N do
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(a) parameterize r, p, m, and A based on the output from the KL algorithm; keep the

resulting k-way partition.

(b) compute the performance metric of the system using Equation (1).

(c) if the system performance is the greatest so far, record this value, k, and the k-way

partition in the variable B[L..N].

(d) k=k+1.

4. output best k and B[1..N].

This algorithm utilizes the KL algorithm [KER 70] for grouping rules such that the total external

cost on edge cuts (which results in the k-way partition) is minimized, thereby maximizing r and

the system performance for a specified k value. The algorithm runs about 10 seconds for a rule

system of size 10 (e.g., AGR) and about five minutes for a rule size of 100 (e.g., MMU).

5 Case Studies

In the following, the best-k rule grouping algorithm is applied to the AGR knowledge base system

consisting of seven rules (therefore N = 7) and the MMU system consisting of 92 rules. The

objective is to identify the best k value and its associated k-way partition which can maximize the

effective production rate (i.e., system performance) as a function of -A. For the AGR system, we

also compare the theoretical prediction with empirical results to demonstrate the feasibility of our

model and algorithm.

The processor on which these knowledge base systems run is an 80386 and the following per-

formance data are observed (e.g., see [WPI 91]):

* It 700 sec-';

* 0 500 sec-';

* a O 10 sec-';

* A, 2000 sec-;

* D z 20 milliseconds, the average disk service time required for performing a disk read/write

operation.
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[k r m__ p A* (data-driven) A* (non data-driven)I]

1 1.00 0 0.00 500 286
2 0.46 1 0.80 1076 571
3 0.32 1 0.80 1555 857
4 0.21 2 0.96 2000 1143
5 0.14 3 0.99 2000 1429
6 0.07 3 0.99 2000 1714
7 0.00 4 1.00 2000 2000

Table 1: r, m, p and A As a Function of k (A1 = 2000).

Sa =35.

5.1 AGR Knowledge Base System

5.1.1 Theoretical Prediction

By applying the KL algorithm on the EFG of the AGR rule set, it is observed that r, m, p, and

A (under data-driven as well as non data-driven) are related to k (1 < k < 7) as shown in Table 1

when A1 = 2000.

Figure 3 shows that for the AGR knowledge base when the data-driven scheme is used to process

arriving facts, the best value of k depends on the magnitude of A1 (which reflects thedegree of

the rule-level overhead). The Figure shows that, if A1 is in the same order of magnitude as 0 or p

(which occurs when each rule contains many instructions), then the best partition favors a high k.

Conversely, if A1 is an order of magnitude higher than 0 or p (which occurs when each rule contains

only a few instructions), then the best partition favors a low k. The physical interpretation is as

follows: in the latter case the time required for the AF to schedule ACOs is an order of magnitude

longer than that required for an ACO to process an arriving fact, select a rule, and fire the rule.

Consequently, the system performance is improved by shifting the time-consuming scheduling work

from the AF to within an ACO. An important observation from this figure is that, for each A1 value,

there exists a k value under which the system performance is maximized. Since it is estimated

A1 - 2000 for the AGR knowledge base system, the theoretical prediction suggests that the best

partition should group all rules together when the data driven scheme is used.

Figure 4 shows the theoretical prediction for the AGR system when the non data-driven scheme
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Figure 3: Theoretical Prediction for AGR: the Data-Driven Scheme.

is used to process arriving facts. It predicts the same trend as that of the data-driven scheme except

that it shows that a higher value of A, is required for the best partition to favor a low k value since

more rules have to be inspected when a new fact arrives. Comparing Figure 3 with Figure 4, we

observe the following: (a) the performance of the data-driven mechanism is always better than the

non data-driven mechanism, and (b) for the same A, value, the best k value selected under these

two schemes may be different due to a different degree of rule-level overhead, e.g., when A1 = 2000,

Figure 4 predicts that k = 3 is the best selection for the non data-driven scheme, while Figure 3

predicts that k = 1 is the best selection for the data-driven scheme.

5.1.2 Comparison To Experimental Results

F.gure 5 compares the theoretical prediction with the experimental results for the AGR system

where the y-coordinate represents the performance ratio between the one-group case and the k-

group case with the x-coordinate varying k from one to seven. This experimental result is obtained

by encoding the AGR rules in the form of Activation Framework Language (AFL) rule groups based

on the output generated by the best-k rule grouping algorithm and having the AFL translator [GRE

91C] automatically translate them into groups of C program modules incorporating the data driven
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Figure 4: Theoretical Prediction for AGR: the Non Data-Driven Scheme.

mechanism as described in [GRE 91B]. These C program modules are then subsequently linked with

AFO test modules and the Activation Framework For C Language (AFC) run-time libraries into one

executable program. To ensure that no injected data are lost, the times at which data are injected

into the system are manually adjusted (separately for each k value) in the input file (input.txt) such

that the execution order of rules is repeated, e.g., rule 2 first, followed by rule 6 and then by rule 3,

etc. The time required for AGR to output an expected sequence of logging records in the output file

(output.txt) is measured separately for each k value and is used as the performance standard with

which the theoretical prediction is compared. It was observed that, including the disk operation

overhead required to inject and log the data, 7.19 seconds are needed for seven groups, 3.3 seconds

are needed for two groups and 2.3 seconds are needed for one group for the expected execution

order to be observed.

Figure 5 shows that, for the data-driven scheme, the theoretical prediction correlates well with

the experimental results. The result that one group is the best selection is not surprising because the

AGR system consists of only seven rules and therefore the rule-level overhead is not significant when

compared with the AFO-level overhead, especially when the data driven mechanism is utilized. In

the following we will show that for a system with moderate size, e.g., the MMU system with 92

rules, one group is not necessarily the best selection because as the the number of rules increases,
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Figure 5: Theoretical Prediction vs. Experimental Result for AGR System.

the rule-level overhead also increases significantly since all rules are put into one group.

5.2 The MMU Knowledge Base

Figure 6 showLthe theoretical prediction for the MMU knowledge-base system (for data-driven

scheme). The result suggests that four groups should be the best partition for A, = 2000 although

the result remains to be validated in the future.

6 Summary

In the report we have developed a theoretical basis with which the performance of rule grouping

algorithms can be evaluated. The theoretical basis derives from the concept of a finite state machine

by considering the execution of the rule system running on the AF architecture as a progression

through states representing the rule-level overhead (the ACO state) and the AFO-level overhead

(the remaining states), respectively. Based on the model, we derived the system performance

equation. A best-k rule grouping algorithm was developed utilizing (a) the KL graph-partitioning

heuristic for k-way partitioning the rule system and (b) the system equation for determining the

best k value under which the system performance can be maximized. The results shb wed that the
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Figure 6: Theoretical Prediction for MMU: the Data-Driven Scheme.

best k-way partition is dictated by the balance between the rule-level and AFO-level overheads:

if the rule-level overhead dominates the AFO-level overhead (e.g., when there are a lot of rules,

or a lot of instructions per rule and/or the non data-driv.-n mechanism is used), a high group

number is favored; conversely, if the AFO-level overhead dominates the rule-level overhead (e.g.,

each rule is simple) a low group number is fav6red. In general, the best k-way pititioi has to

be determined from the performance equation because one overhead may nut always dominate

the other. Finally, to demonstrate the feasibility of our approach, we compared the theoretical

prediction from the theory an' ' - hm with empirical results for the AGR knowledge base

system and a good correlation was observed.

Some possible future research directions include (a) further validating the model for the sin-

gle processor AF architecture by compari.g theoretical predictions with experimental results for

medium (100 rules) to large (1000 rules) knowledge base systems, (b) investigating whether an

unbalanced k-way partition can perform better than a balanced k-way partition by refining the

model to accommodate groups of different size, (c) incorporating the notion of group importance

level to more accurately estimate computable parameters, (d) refining the modeling of the data-

driven mechanism by including the overhead required for updating the rule importance levels and

selecting the most important rule to fire within a group, and (e) developing and validating a the-
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oretical basis for evaluating the performance of rule grouping algorithms for rule systems running

on a distributed multiprocessor AF architecture based on the experience learned from the single

processor AF architecture.
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A NOTE ON PRONY'S METHOD

David B. Choate, Associate Professor, and Wendy Barkman

ABSTRACT- Prony's method can be used to compute the

frequencies of two signals using four receivers. It is shown

in this note that this can be done with only three receivers.

I. INTRODUCTION

Briefly stated Prony's algorithm [1) for the two signal

case can be presented as follows:

Assume that the unknown frequencies, a and b, are roots

of the quadratic equation

y _ - ay _ - 1 •

Given the four observation equations from receivers

(i) xo = c, + c 2

(ii) x, = cla + czb

(iii) x 2 = cla 2 + c2b
2

(iv) x3 = Cla 3 + c2b3

we first multiply equation (i) by a2, equation (ii) by ai and

equation (iii) by -1 to obtain
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a 2x0 = 01 2 + c2a2

a1X = calla + c 2a 1b

2 - 2
-x2 = -cla - c2b

Adding these three equations gives

a2X0 + =1X1 - X2 = C1 (a2 + 01 a - a 2 ) + c 2 (a2 + a1b - b)

= 0 + 0 = 0 or

aix i + C2xo = x2  (1)

Now multiply equation (ii) by a,, equation (iii) by a, and

equation (iv) by -1 to obtain

alx2 + a2XI = x3  (2).

Equations (1) and (2) yield solutions for the a's

provided

(x ) 2 XoX . (3)

Substituting these values into the original quadratic

gives

a,b = * :t 2 + 4a,
2

But observe that equation (3) demonstrates that the

existence of distinct solutions depends only on the results of

the first three receivers: x0 , x, and x,. So it is reasonable

to ask whether their location depends only on just these x's

as well.

Furthermore, a and b are typically assumed to be on the
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unit circle. And yet nowhere in Prony's derivation is this

property exploited. In this paper we will show that if

attention is paid to this detail only three receivers are

required to obtain both solutions.

II. THREE-FOUR

Consider the system

(i) xo = c1 + c 2

(ii) x, = c1 e - j e + c2e - j 2 (T)

(ii) x 2 = cle - j 2 + cze - j e2

where the c's are nonzero complex numbers and the O's are

real. Both are unknown. And the x's are given complex numbers.

Set a = eje 1 and b = e' 2 and assume that a * b. System

(I) is equivalent to

(2 b) (:) = (EOJ
a 2 b 2 C2 2

which in turn is equivalent to

b = lx (II)

a2 b2O0 o) X2)
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(Note that the 1 we have added to the 1x3 position can be

replaced by any nonzero constant without changing the sequel.)

Since a * b, the inverse of the coefficient matrix of

(II) is

o -bI (a2-ab) 1/ (a 2-ab)

1 (a2b) / (a-ab) (-a/b) / (a2-ab)

[b- (a2/b) ] / (a2-ab) -[I- (a/b) (a2 -ab))

After solving the system we obtain

c= [-b/(a2 -ab)]x 1+[1/(a 2 -ab) ] x 2

c= (a2/b) / (a2-ab) I x,+ [ (-alb) (a'-ab) I x,

By (I)i we get

x0 =C1 + C2 = aIxb + -1]x2

ab ab

So abx0 = (a + b)x, - x2 . (3)

Since a is on the unit circle, 1/a = a*, the complex

conjugate of a. Taking conjugates of (3) gives
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ab(x 2)* = (a + b)(xj)* - (x 0 )* . (4)

Solving for a in both (3) and (4) yields

bx 1 - x 2 _ b (x,) * - (x 2 ) *

bx O - x, b(x 2 ) * - (x1) *

provided b * Xl/XO .

Expanding and combining gives

[X1(x2)* - (xl)*x 0 ]b 2 + [X0 (X0)* - x2 (x 2)*]b + [x 2 (xl)* - (x0)*xl]

= 0.

Set A = x I (x 2)* - (x 1 )*x 0

B = xo(Xo)* - x2 (x 2 )* = :Xo 2 - x212

and C = A* = x 2 (xI)* - (Xo)*X 1

Therefore

13± B2 -2e -] e  b - 4 { 2 -4AI 2

2A

provided A * 0.

But (3) and (4) are symmetric in a and b. So by a similar

computation

-B+± -
' '

2A
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provided A 0 0.

But since a * b we conclude after checking in system (I)

that

01 = [ln( -B - VB 2 - 4 12

2A

and

02= [ln( -B + VB 2 - 41A1 2)]
2A

But certainly there is something disturbing about this

derivation. In completing it we have assumed that

ja,' = :bj = 1. And yet the expression

-B ± B2 - CIA,
2A

will have a norm of 1 only if B2  41A12 - 0.

So at first it would seem that three receivers will

suffice only if this inequality is satisfied. But we can avoid

this restriction by a slight of hand: we will simply abandon

our requirement that a and b lie on the unit circle as soon as

it cannot be satisfied.

When B2 - 41A12 > 0, set

01 = Bi + y1j, its complex form.

Then
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a = e-j e, = eYle -jPl

Thus one frequency is the real part of 01 and, of course,

the other is the real part of 02. These values appear to agree

with Prony's- at least to fifteen decimal places.

But there are still two cases for which we have not

obtained a solution; namely, b = xj/x 0 and A = 0.

III. SHUT THE DOOR

To deal with each of these cases we will examine the

polar form of our x's and c's:

xj= Ixje , i = 0,1,2

c,= 1ci l e *, i=1,2

With these equations we will find that the case b = xl/x 0

is not really a possibility under the assumption that

a 0 b.

Case 1: If the given x's are nonzero, then a = b only if b =

x1/x0.

Proof. (*) If a = b, then x1 = cla + c 2b

= (C1 + C2 ) b

= x0b

('-) Suppose b = xl/x 0 . If a * b, then by equation (3)
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0 = a(bx0 - xi) = bx -X 2

2which implies that b = x2 /x I. So (xi) = XoX 2. Therefore

a1 = (a0 + a2)/2 (5)

Furthermore b = (x) */(x 2) *. Thus

0 = A = x 1 (x 2)* - (xi)*x 0

= (cia + czb){ [ ( c l ) */a2 ] + [(c 2 )*/b 2J}

- {[(cl)*/a] + [(c 2)*/b]}(c, + C2), or

a 2 = C (c) *]b2
c1 (c2 ) *

Thus by (I)iii

X c (cI) *+ (C2) * ]b2
(c 2) * (c2 ) *

;so X [ C2 )b2
(Xo) * (c2) *

Taking logs and using the polar forms of x and c gives

a1 = Cz- 62.

Similarly, al = 0- 01

So, of course,

- = 62 - 01

By (I)ii we obtain:
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Ix11e = e e oe *e
-jeO + 02 1e j40e -jel

= iclie J " + 1c2 1ej4 ', or
Sx1 = :c11+1c21. (6)

But since b = xj/x 0 , 1x01 = Ix,

(7) So

,c1 + c 2 1 = Ic1 I + Ic2 1.

By the triangle inequality 01 = 02, or 01 = 02.

So a = b, a contradiction.

Case 2: If A = 0 and the x's are nonzero, then a solution to

the system (I) is given by

2
a=- x2' x

x, X 2  Xo

and

b- +Ax, x1
2  X0

Proof. From the information gathered in the proof of Lemma 1

we have

x 2 = cla2+c2b2

= 1c, eJ=a + 'c 2 I eJ= 'b,or

- X c1 a + Ic 2 b (8)
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After writing (6) and (8) in matrix form we get

1 IC21 x i) x

from which we obtain

:C11 xII [b - 21 (9)
- (b- a) X,

I2 C [-a + L] (10)
(b - a) x,

Now suppose Icii = Ic2I.

Using (7), (9) and (10) we get

a + b = 2x2/x I  (11)

But by (3) and (11)

abx0 = 2x 2 - X2 = x 2

or ab = x2/x 0. (12)

Solving (11) and (12) simultaneously gives our formulas.

Our above argument certainly provides solutions, but it

does not demonstrate that they are unique. However, our

formulas yield frequencies which agree with Prony's method.

So it appears we can determine our frequencies in this

situation unless it so happens that an x is zero. But as we
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might expect deriving solutions f or degenerate spectra amounts

to little more than manual labor.

IV. PICK UP STICKS

If all our x's are 0, then there is only one signal and

it is not unique.

If x1 = x2 = 0, then so is x3 . So, again, there is only

one signal and it is not unique. This also follows if x1 = X2

= 0.

But if x0 = x2 = 0 and x, # 0, then 0, = 31r/2 and

02 = /2

If x1 = 0, x0  0 and x2 * 0, then

01 = - ad/2

and 02 = 01 + T .

If x2 = 0 and x0, o0 o x,, then A o 0 and we can use our

derived formulas.

If x0 = 0 and x, 0 0 0 x2, then A o 0 in this case as

well.

So the solutions to system (I) have been determined.

V. LAY THEM STRAIGHT

Finally it would be convenient for the sake of

programming to be able to determine at the outset whether the
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signals are identical. To this end we prove:

Theorem. For nonzero x the equation a = b holds only if jx0i

= Ix 1  = Ix2I.

Proof. (<-) Since a = b, xi = (c1 + c 2)a = x0a, or xj/x 0 = a.

Thus

,x01 = lx1. Similarly Ixll = 1x21.

(->) If jx 0 ' = Ix1J, then 'c + c21 = the+ c2 .

triangle inequality = 02 which implies 01 = 02, or a = b.
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CORRELATION DIMENSION OF CHAOTIC ATTRACTORS

Thomas K. Gearhart, Ph. D.

Associate Professor, Capital University

Abstract

The correlation dimension, introduced by Grassberger and

Procaccia, provides a means of quantifying the degree of chaos in

strange attractors associated with nonlinear dynamical systems. This

report compares various methods of estimating the correlation dimension

and discusses some of the difficulties associated with obtaining

reliable estimates. Estimation algorithms are used to investigate the

chaotic attractors associated with the Mackey-Glass differential delay

equation.

1. Introduction

It is now well established that many nonlinear dissipative

dynamical systems possess strange attractors for some values of system

parameters. This means that trajectories are attracted to a zero volume

fractal subset of the ambient phase space. On such a strange attractor,

motion appears to be unpredictable and there is extreme sensitivity to

initial conditions. The fractal nature of the attractor and the

sensitivity to initial conditions result from stretching and folding

operations within the system dynamics. Although motion on the attractor

appears to be random, attractors often have dimensions much lower than

the ambient phase space. The importance of this observation lies in its

implication that the number of active degrees of freedom in the system

is actually much lower than the dimension of the phase space. Measuring
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the dimension of the attractor is a means of quantifying the degree of

chaos in the system and distinguishing it from random noise. Thus, much

research has been devoted to analytic and experimental determination of

the dimension of strange attractors. One of the most effec'.ive

dimension calculation techniques is based on the Correlation Dimension

defined by Grassberger and Procaccia. In 1990, Nelson et. al. at the

Avionics Directorate, Wright-Patterson A.F.B., began a study of strange

at.cractors associated with a certain differential delay equation, known

as the Mackey-Glass equation. Using the correlation dimension as their

dimensional analysis tool, they encountered unexpected discontinuities

in estimated dimension as they varied the number of sample points. In

my preliminary visit in March, it was agreed that my research objective

for the Summer would be to investigate the dimensional properties of the

Mackey-Glass equation and, in particular, to explain the anomalies

encountered in the preliminary study.

2. Correlation Dimension

Let A S R and suppose S = (x,, , .... x.) is a sample of points

chosen from A. If r is a positive real number, define #(x1,r) to be

the number of points in S\(x,) that are within distance r of xt.

Here distance is the usual Euclidean distance in Rk. Observe that

0 e #(x1,r)/(n-l) A 1 and that #(x1,r)/(n-l) represents the fraction of

points in S\(x) that are within distance r of X,. To understand how

#(x,r)/(n-l) is related to the notion ot the dimension of A, let us

observe how #(x1,r)/(n-1) scales with r for some familiar sets A. Let A

be the unit square (0,1] x (0,1] S R2. Select a large random sample S =

(xI, x, ..... x, of points in A and let r be a small positive real
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number. We would expect the fraction of the points in S\(x) that are

closer than r to x, to be approximated by the ratio of the area of a

circle of radius r centered at xL to the area of the unit square. That

is, #(x,r)/(n-l) = V*r . So we see that for the two dimensional set A,

#(x,r)/(n-l) scales as the second power of r. If A were instead the

three dimensional set A = (0,1] x (0,1] x (0,1] in R3, we would have

#(x 1 ,r)/(n-l) = 4**Vrl/3; i.e. the scaling of #(x,r)/(n-l) is as the

third power of r. These examples make plausible the following

generalization of the notion of dimension: If #(x,,r)/(n-1) is directly

proportional '.o r d for small r, then the local dimension of A at x, is

d. To obtain a global, rather than local, measure of the dimension of

A, consider the average of the expressions #(x,,r)/(n-l) over the entire

sample set x1, x3, ... , x,. If the function H is defined by H(x,y,r) =

1 if Ix-yl < r and H(x,y,r) = 0 if Ix-yj 2t r, we have:

n
1 '- #(xi,r) 1 nL n-I - Z-l #(xi,r)

i=l i=l

n
- n(r -l) Y H(xixjr)

i,j
iij

2 n-I n- n~n-) Z Y H(xi,xj,r)
i=l j=i+l

2*(Number of pairs closer than r)

n(n-l)

Grassberger and Procaccia (1) call this expression the Correlation

Integral, and they suggest that its scaling behavior relative to r be
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examined to daterm=ine the dimension of A. Dncting the correlat-on

integral associated with an n point sample by C(n,r),. they define the

Correlation Dimension d of A to be the real nu-ber d such that for small

r and large n, C(n,r) scales as _-.

To see how this d can be calculated, suppose that C(n,r) does

indeed scale as r4, i.e. suppose C(n,r) = K r for some constant K. if

r and r 2 are two r values for which the correlation integral has been

calculated, then C(n,r.) = K r." and C(n~r.) = K r2a.- Taking natural

logarithms of each side of these two equations yields the siMultaneous

equations in C(nr.) = In K + d in r. and !n C(n,r,.) = n K + d In r2 .

Thus d= ( inC(n,r2  n C(n, r.) In ( 2nr - in r . So one

approach to estimating d is to plot several points on the graph of

in C(n,r) vs In r and extract the slope of the linear part of the graph.

3. Examples

To further clarify the procedure for experimental estimation of

correlation dimension and to verify its effectiveness, consider first a

unit circle in R2. Since the unit circle is intuitively a one

dimensional structure, one would expect a correlation dimension of 1 to

within reasonable experimental error. Five thousand randomly generated

points on the unit circle were used to generate the graph of in C(n,r)

vs in r shown in figure 1. The slope of the linear part of the graph is

1.00 to two decimal digits of accuracy.

As a second example, consider a well-known fractal, the sierpinski

triangle shown in figure 2. The fractal dimension of this set can be

analytically calculated (7] and is known to be in 3 / in 2 = 1.585.

Five thousand sample points uniformly distributed over the Sierpinski
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triangle yields the In C(n,r vs In r graph shown in figure 3. The

slope of the linear part of the graph is 1.56 to two decimal places of

accuracy.

4. Dyiamical Systems

A dynamical system with k degrees of freedom can be mathematically

represented by Rk along with a family of functions ft:Rk -> Rk that map

the current state, represented by a k-tuple x, into its future state t

time units from now, ft(x). The functions ft can be given explicitly or

can be determined by differential equations governing the motion of the

system. A dynamical system is called nonlinear if in general f,( cx

cx; ) c, f. (x,) + c2 ft(x 2). If the volume of ft(B) tends to zero as

t -> 00 for an arbitrary bounded subset B of R-, then the dynamical

system is called dissipative. As was noted in the introduction, many

dissipative dynamical systems have strange attractors. A strange

attractor A is a fractal subset of the phase space Rk, toward which the

system evolves. If x is a phase space point sufficiently near A then

ft'x) will be drawn toward A and then exhibit highly irregular motion

remaining close to the attractor. By c-.iculating the dimension of A,

one can distinguish between irregular motion due to a low dimensional

attractor and irregular motion which is essentially stochastic in a high

dimensional phase space.

In the next section, we will begin to examine dynamical systems

with infinite dimensional phase spaces. It is no surprise that complex,

irregular motion can be observed in such systems with their infinite

number of degrees of freedom. However, using the correlation dimension
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as our tool, we will see that the irregular motion is not stochastic,

but is rather associated with low dimensional attractors.

5. Mackey-Glassz Equation

Mackey and Glass (9] have studied many physiological processes in

which irregularities due to chaos are manifest. one such process is the

pioduction of white blood cells in humans. The rate of pr-oduction of

new cells is dependent both on the current levels of such cells and on

the levels which existed T days ago. More precisely, the quantity of

white blood cells is governed by the following difterential delay

equation:
dx (L- 0, 2x ( t - T ,x)

dt. + 1 + ( t - T ) lx)

To specify an initial condition for this systeni, one must define x(t)

throughout the infinite closed interval (O0,T,'. Thus the system Js

infinice dirneric-lonal. To generate values of the function x(t), a

predictor -ccactor technique (8] can be used to numerically integrate

the Mdckey-Glass equiation. Except where noted, the initial condition

x~)= 2.0 and a step size of 0.1 were used in the predictor -corrector

algoritlun that produced the data for this repo.-t. Selecting a starting

time to, a sonapling interval S, and a sarnple size 14, one can generate a

time series x(t0;., x(t 1), ... ' x(t... ..here t, to + 'S for i = 0, 1,

2, ... , N-1, 'Traphs of the time series for to 1000, S = 1, N = 500,

and2 T = 10, 20, and 100 are shown in f igure A.

Packard, Crutchfiel6. Farmer, and Shaw [10] have deveJoped a

procedu' e which permits the reco,'cnry Of Lbe essential structur. of a

strange attra<ctor of a dynan'iral systein from the time series ef a singie
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Figure 4a
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2

1(t)

0
1000 15

Figure 4b

MACKEYGLASS TIME SERIES (T = 100.00)
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Figure 4c

state variable of the system. In the context of the Mackey-Glass time

series, select an embedding dimension k and then build N-k~l points in

R1 as follows:

1 x (~t') x (t'), , x (tkl

2 Cx(t 1 ), X(t 2 ), . X (tk) )

X3 ( 3) X (t') X . (tk.1))
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For sufficiently large embedding dimensions and large enough sample

sizes, the structure of the finite set ( x., x, ...2 XV-.k1 ) will

approximate that of the strange attractor of the system. In particular

the dimension of the attractor can be estimated by calculating the

correlation dimension using this finite set.

6. Cautions in Estimating Correlation Dimension

An implementation of the correlation dimension estimation

procedure described in section 2 requires a decision on the r values for

which the correlation integrals will be calculated. Simply making an

arbitrary selection of a small set of r values is problematic. The

estimated diameter of the attractor needs to be considered. Also, when

the embedding dimension is large, the interpoint distances tend to be

proportionately large, and so an appropriate set of r values might be

very different from those which work well for lower embedding

dimensions.

As noted in the introduction, one objective of this research

project was to find an explanation for unexpected discontinuities in

estimated dimension encountered in a preliminary study of Mackey-Glass

data in late 1990. In that study, a fixed set of r values, namely

( 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7 ) was used in calculations based on

embedding dimensions of two through eleven. For each embedding dim-

ension, the slope calculation (In C(n,0.7)-ln C(n,0.1))/(in 0.7-ln 0.1)

was used as the correlation dimension estimate. (Here n is the number

of points in the embedding space; i.e. n = N - k + 1 where N is the

number of time series samples and k is the embedding dimension--see the

last paragraph of section 5.) Finally, a weighted average of the
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correlation dimension estimates for each of the ten embedding dimensions

was computed with the estimates associated with the higher embedding

dimensions receiving the greater weights.

To understand the source of the discontinuities, consider the

following actual data from the preliminary study for T = 60 and

embedding dimension k = 11:

case 1) N = 1860, n = 1860 - 11 + 1 = 1850.

# of pairs closer than 0.1 1

# of pairs closer than 0.7 = 197399

c.d. est. = 6.27 (for embedding dimension = 11)

case 2) N = 1870, n = 1870 - 11 + 1 = 1860.

# of pairs closer than 0.1 = 5

# of pairs closer than 0.7 = 198460

c.d. est. = 5.44 ( for embedding dimension = 11

Thus adding a mere ten additional time series values to the sample has

resulted in a dramatic drop in the correlation dimension estimate. The

problem is clear: a combination of small sample size and high embedding

dimension has resulted in there being too few pairs closer than 0.1.

From a graphical point of view, a slope estimate has been made using a

point that is not on the linear part of the log log graph. Until the

number of pairs closer than 0.1 has grown to a representative level, the

point corresponding to r = 0.1 is of no value in a slope estimation

procedure.
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To avoid the problems inherent in r value choice, the algorithms

used in this project employ a suggestion of Parker and Chua (5] which

exploits the exponent/mantissa format used by computers to store real

numbers. In IEEE single precision floating point format (which Turbo

Pascal implements with the data type SINGLE), real numbers are

represented as 32-bit strings:

31 30 23 22 0
sI e I mI

The value represented is v = (-1)8 * 2 1.,1311* (l.m). If x is a variable

of type SINGLE in Turbo Pascal, then the biased exponent can be

extracted as follows:

bit-string := ( longint ) x;

biased-exponent := ( bitstring SHR 23 ) AND $OOOO0OFF;

If, for example, the biased exponent was 124, we could conclude that

2.3 S x < 2-2 without having to even consider the mantissa or do any

comparison operations. These observations suggest that we classify

interpoint distances according to their biased exponents, effectively

using a range of r values from 2"*13 to 2137. In fact, the interpoint

calculations can be made even more efficient by looking at biased

exponents of the squared interpoint distances, thus avoiding expensive

square root evaluations. A further advantage of this approach is that

since the r values are powers of two, the points on the log log graphs

will have uniform horizontal separation. A detailed pseudocode

description can be found in (5].

25-11



7. Computation

If a sample of N time series values is used, and all interpoint

distances are computed, the time complexity of the correlation dimension

algorithm will clearly be O(N2). Improvements in efficiency can be

obtained by recalling that the estimation procedure is based on the

assumption that the r values are small. Thus we only need to calculate

those interpoint distances that are relatively small. Our algorithms

exploit this strategy in two ways.

First, after translating and rescaling the time series values so

that the points in the embedding space will be in a unit hypercube, we

use a variation of an algorithm due to Theiler (3) to sort the embedding

space points into boxes so that all points closer than some threshold

distance r0 will be in the same box or neighboring boxes. To clarify

the sorting technique, consider the following 3 points in a k = 7

dimensional embedding space:

P1 (0.71,0.23,0.95,0.89, 0.36,0.53,0.43)

P2 = (0,32,0.86,0.30,0.53,0.92,0.04,0.55)

P3 = (0.89,0.32,0.64,0.74,0.64,0.21,0.80)

If a box resolution of 4 is specified, we divide a unit square into a

4x4 grid and place the points into a box based on the value of the first

and seventh coordinate of the point (see figure 5). Only points in the

same or neighboring boxes can possibly be within r0 = 1/4 of each other,

and thus we can avoid many interpoint distance calculations. For

example, the distance between P, and P3 above need not be calculated.

As a second approach to minimizing distance calculations, we

associate bit-strings with each point in the embedding space so as to

partially extend the above sortinq strategy to the other k-2 dimensions
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of the unit hypercube. Applying the function tag(x) = floor( 4 * x ) to

each of the intermediate components (components two through six) of the

point P, yields tag(O.23) = 00 ,, tag(O.95) = 11., tag(0.89) = 112,

tag(0.36) = 012, tag(0.53) 10.. Concatenating these two-bit tags

produces a ten-bit string which, along with the sort described in the

previous paragraph, resolves the point P, into a box of side length 1/4

in seven dimensional space. Before doing a full-blown floating point

distance calculation the bit strings associated with two points can be

processed using shifting, masking, and integer subtraction operations to

see if there is actually a potential for the points to be closer than

the threshold distance r0. In this way many expensive floating point

operations can be circumvented. To limit memory expenditure for the bit

string storage, our algorithms use a uniform sample of the intermediate

components rather than all the intermediate components when there is a

combination of high embedding dimension and high box resolution.

A significant savings in computing time resulted from employing

these techniques. For example, calculating correlation dimension using

10,000 time series samples required 3 hours and 19 minutes using a

1.0

0.75 P2 01

7th coord -

P1
0.25

0.0 0.5 1.0
1st coord

Figure 5
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standard algorithm unassisted by the box sort and tags. Using the box

sort and tags with box resolution = 8 (so r0 = 1/8), the same

calculation took 10 minutes and 53 seconds. Increasing the box

resolution to 64 (so r. = 1/64) further reduced the computing time to

35 seconds. computations were done on a 16 MHz 80386 machine with a

coprocessor.

8. Processing Interpoint Distance Data

Having addressed the issue of computational efficiency in the

calculation of interpoint distances, we turn now to the issue of how to

extract the correlation dimension from that distance information.

Although the graphical approach of section 2 is used extensively in the

literature, researchers say little about how one systematically chooses

the most linear part of the log log graph. Parker and Chua (5] in fact

report that there is currently no robust technique for determining the

useful part of the graph. Theiler (21 specifically cautions against the

dangers inherent in using a least squares linear fit.

In an effort to develop a consistent strategy which does not

depend on ad hoc visual analysis of graphs, two systematic estimates of

correlation dimension, called the MinVar and the Pairwise estimates were

developed and applied to a dimensional study of the Mackey-Glass

equation, the results of which are reported in the next section.

With each point in the log log graph, except the rightmost,

associate a local slope computed by using the point and its immediate

neighbor to the right. Fix a small integer m, and compute the variance

of the local slopes for each collection of m local slopes. For the
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collection which has the minimum variance, report the average of the

collection as the MinVar estimate of correlation dimension.

The Pairwise estimate is motivated by the observation that when a

threshold distance r0 is being employed, as in the box oriented

algorithm described in section 7, the most linear portion of the log log

graph tends to be at the rightmost portion of the graph. For a fixed

integer m, compute a slope using each possible pair of points chosen

from the rightmost m points. Report the average of this collection of

m(m-l)/2 slopes as the Pairwise estimate of correlation dimension.

A third systematic way to extract a correlation dimension estimate

from interpoint distance data is due to Takens (11). Denoting the

interpoint distance between point i and point j by r,,, he suggests

calculating the average of In( r,, / r, ) over all interpoint distances

which are less than r, and then estimating the correlation dimension by

the negative reciprocal of this average. Takens used the theory of best

estimators to develop this method. Its connection to slope-based

methods is described in (2].

Since the Takens estimate requires a natural logarithm calculation

at each interpoint distance below the threshold r., it is

computationally more expensive than the slope-based methods. In an

effort to get a Takens estimate without additional -omputational

expense, we have developed an estimate called QuickTakens, which is

computed as follows. In our slope based algorithm, we obtain counts of

pairs for which the logarithm of incerpoint distance lie in intervals of

the form I = [ (a-0.5) in 2, a In 2 ). Denoting the count associated

with I, by C(a), we can approximate the sum of In( r,, / r0 ) for those
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r,, for which ln(r ,,) lies in I, by the expression C(a) ln( r*/r 0 ) where

r" is a number in the interval (2a-0.s, 2 a). Summing such expreltions over

all the intervals I, below the threshold yields an estimate of the sum

of ln( r,, / r0 ) over all interpoint distances which are less than r,,

and hence the average required in the Takens estimate can br

approximated. In the results to be reported in the next section, we

obtained excellent agreement between the Takens estimate and the Quick-

Takens estimate by choosing r" so that log,(r') = a-0.25+0.013*MinVar.

9. Results

In (6), Farmer undertook a systematic analysis of chaotic

attractors associated with the Mackey-Glass equation. His measures of

degree of chaos were based on Lyapunov exponents and their conjectured

relationship to the dimension of strange attractors. Farmer's work

predated the introduction of the correlation dimension by Grassberger

and Procaccia.

In this section we report the results of a correlation dimension

analysis of attractors associated with the Mackey-Glass equation.

Figure 6 shows correlation dimension estimates for integer values of T

between T = 16 and T = 45 inclusive. As noted in section 7, the time

series values were rescaled so that the points in the embedding space

would all be in a unit hypercube. An embedding space of dimension k = 7

was used, and in all computations we chose the sampling interval S to be

the same as the delay time T. 10,000 time scl-ies samples were used, with

sampling beginning at time t = 1000. The box resolution for all runs

was 8, making the threshold interpoint distance r0 = 1/8. We find

reasonable agreement with the dimension calculations based on Lyapunov
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exponents reported in (6], although correlation dimension is slightly

less than the Lyapunov dimension for most values of T. The correlation

dimension successfully detects low-dimensional attractors near T = 19,

21, 34 and 39. Although (6] implies that these low dimensional

attractors are actually limit cycles of dimension exactly 1, our studies

do not confirm that assertion. Correlation dimension calculations and

phase map analyses suggest rather that they aro merely very low

dimensional chaotic attractors.

Correlation Dimension (CD) vs Delay Time (T)
10,000 time series samples

4-

3

CD 2

1

0

16 19 22 25 28 31 34 37 40 43

T

= MinVar - Pairwise - Takens

Figure 6

Figure 7 graphs the Takens estimate and the Qui-:.Takens estimate

together to show the degree of agreement in these two estimates.
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Correlation Diension (CM) vs Deiay Time (T)
10,000 time se!es samples

16 19 22 25 28 31 34 37 40 43
T

I - Tokens ---- QuickTakens

=igur 7

10. Conclusions and Suggestions for Addittonal Research

The results of this study confirm the effrctz veness of the

correlation dimension as a measure of chaos in dyn -aical systems. We

have suggested sc:.e cosisenc Wys of .:t acting correlation dimension

from interpoint diktance data, a,d have found the resulting estimates to

be in reasonable agreement with each other and with findings reported in

the literature.

in studying the Mackey-Glass data, we occasionally encountered log

log graphb aith shoulders which hampered identification of the linear

part of tte graph. Initially these shoulders were thought t:c be caused

by autocor-elation in the time series data, but techniques for

elimination of aut-corrolation (4] were applied with no effect. Such

shoulders are now thought to be a real effect, possibly indicat n.g that

the local dimension of the attractor varies significantly from point to

point. F.rther study of local dimension may lead to a better

understanding of this phenomenon.
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FIBER IASER EAMPLFIER FOR IAER RADAR DEMCRS

by

Richard E. Miers, Associate Professor of Physics

ABSTRACT

Nd-doped fiber laser amplifiers for incorporation into a laser radar test

sytem were developed around two Nd-doped fibers provided by Rutgers

University and Brown University. Both fibers exhibited a fluorescent band

peaking at or near 1064 nm. A gain of 10 dB was measured in an amplifier

incorporating the double-clad fiber provided by Rutgers University.

Recommendations and designs for improved amplifiers using both fibers are

given.

26-3



FIBER LASER REAMOTER FOR ASER RADAR DETECIM

I. INROU ON

The Electro-optics Division of the Avionics Laboratory at Wright-Patterson

Air Force Base is involved in the development of laser radar systeas. One

possible method of increasing the detectablility of a returning laser

radar signal might be to use a fiber optical laser preamplifier

immediately before the photo detector. This type of amplifier shows

promise as a means of increasing the signal to noise ratio of a laser

radar system detector.

During the smmr of 1990 I was a USAF Sumwer Faculty Research Associate

working with. the Electro-cptics Division of the Avionics laboratory at

Wright-Patterson AFB. The cbjective of that research was to study the

feasibility of developing a fiber laser anplifier for use in their laser

radar test system. Since the results of that study indicated that such an

amplifier could be useful, a Research Initiation Proposal for the

development of this type amplifier was funded by the Air Force Office of

Scientific Research. My assignment as a particiant in the 1991 Simer

Faculty Research Program (SFRP) was to continue development of this fiber

laser preamplifier.
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II. OBJBClTVES OF THE RESEARCH EFFURT

A Nd-doped silica fiber is a four-level laser medium. For a four-level

amplifier the unsaturated single pass gain factor can be given as

hvA,*

where the gain is given by

G I~u
G out - ey. (2)

In

IouJIin is the ratio of amplified signal to the irput signal, a is the

stimalated emission cross section for the anplified wave, Tf is the

florescnt lifetime of the upper lasing level, hvp is the energy per

photon of the pump light, and Pabs/A* is the effective intensity of the

absorbed pump light in the fiber. (1

For a Nd-doped silica fiber assuming a = 3 x 10.20 an2, rf = 4.5 x 10 . 4 s,

hvp(800 nm) = 2.48 x 10 "19 J, Ap* - 5 x 10 . 7 am2 gives a slope efficiency

of Y/Pabs = 0.11/rW or G(dB)/Pabs = 0.47 dB/mW. Po, et al. reported a

slope efficiency of 0.437 dB/rH in a Nd-doped silica fiber when pumped at

800 rm. (2]

My assigment as a participant in the 1991 Suwer Faculty Research Program

(SFRP) was to construct a fiber laser anplifier using optium

anplification parameters and minimum noise to be integrated into a test
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laser radar system at the Electro-ptics Division of the Avionics

Laboratory at Wright-Patterson AFB. This amplifier would use a Nd-doped

silica fiber with a single mode core pumped with a laser diode at around

819 n wavelength. The signal to be a'plified would be a 1064 rm

wavelength frcm a Nd-YAG laser.

III.

Fiber laser amplifiers apear to have advantages over other optical

amplifiers. Fibers have been developed to transmit a single mode signal.

Tese fibers are polarization independant. Laser diodes in the wavelength

range of 800 rm to 850 nm are readily available for end pumping. Rare-

earth-doped fibers have been developed for amplification at a number of

laser wavelengths.

wo Nd-doped fibers were obtained for development of this amplifier. One

fiber produced at Brown University, Division of Engineering has a core of

8 Mm diameter with a cladding diameter of 122 gm. The refractive index of

the core is given as 1.4618. The cladding index is given as 1.4566

resulting in a numerical aperture (NA) of 0.123. An absorption profile

for this fiber provided by Brown University shows a sharp absorption peak

at a wavelength of 840 nm with maxinmm absorption at this wavelength of 3

dB/m of fiber length. This absorption drops to near 0 dB/m at 800 rm and

at 860 rm. At 820 n and 850 nm the absorpion is approximately 1 dB/m.
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The secon fiber was fabricated by Rutgers University Fiber OPtic

Materials Research Program. This is a double clad fiber similar to the

one described in reference 2. The NA between the core and first cladding

is given as 0.15. The NA between the first cladding and the second

cladding is 0.4. 7he first cladding is rectangular in shape with

dimensions 45 M by 110 pm. The core is slightly elliptical with

dimensions of 5 M and 3.3 pmn on the major and minor axes. The design of

this fiber allows efficient coupling of diode laser pump light by

focussing the collimated laser diode light into the first cladding.

Efficient coupling of diode light into this fiber can be acxxmplished

through butt-coupling or the use of simple optics. Researchers have

reported up to 86 % of diode pump light coupled into the core of similar

fibers by pumping into the first cladding. Absorption curves for this

second fiber show peak absorption of 0.8 dB/m at a wavelength of 805 nm

and 0.3 dB/m at 820 rm. There is also a loss of 17.4 dB/km at 1060 rm due

to the Nd-dcping.

A laser diode was purchased fran Laser Diode Tenologies capable of

producing 140 W maximum power output at a wavelength of 819 rn. This

laser is a 6 pm by 1 jM single mode source. The output from the laser

diode was collimated using a 0.14 pitch gradient index (GRIN) lens. A

Newport high-precision single mode fiber coupler, F-1015LD, was used to

Couple the collimated laser power into a fiber. This coupler includes

a steering lens AR-coated for high transmittance at 850 n and a Newport

F-L10 diode laser focusing lens with effective focal length of 12 mm.
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The maximum power measured in the collimated laser beam was 90 roW. Using

a 0.25 m length of the Brown University fiber and the F-1015M coupler

with this collimated laser diode resulted in a measurement of 100 AW

maximm power coupled into this fiber. The same experimental arrangemnt

using a 0. 25 m lezvfth of the Mrtgers University double-clad fiber resulted

in a maximum of 40 Mx of power coupled into the fiber.

The flcurescence generated by the coupled pump light was measured using a

Jarrell-Ash quarter meter monocIruxIter with a grating blazed at 1.0 AM

wavelength. Both fibers exhibited a band of fluorescence that peaked near

1064 gm wavelength.

An amplifier was constructed using a 29 m length of the Fw.tgers University

fiber. A block diagram of thiz anplifier is shown in Figure 1. A

didcroic mirror purchased frao CMJ. Laser Inc. was placed at an angle of

450 with the axis of the fiber end, This mirror has high reflectivity (>

98 %) for 820 rm wavelength and high transmitance (>85 %) for 1064 rm

wavelength. The laser pump light ad an attenuated signal light from a

Nd-YAG laser were simultaneously coupled into the fiber using this mirror

as shown. WIen approximately 40 W of pump power was coupled into the

fiber a gain of slightly over 10 dB in the 1064 rn light signal was

measured.

The Burgers university fiber was replaced with a 1. 0 m length of the Brown

University fiber in the amplifier configuration described above. te

amunt of pump light coupled into the fiber was not readily measurable.
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An apparent high absorption resulted in the flourescent light masking the

punp light when measured directly by the power meter. When measured with

the Jarrel-Ash monothraeter separating the laser output signals, only a

small amount of pump light was measurable czared with the fluorescent

light at 1064 pm. However a signal gain of greater than 0.5 dB was

measured for signals as high as several hundred AW power. This indicates

that at least about 100 AW of pump power was absorbed.

An amplifier has been designed around the Brown University fiber. A block

diagram of this anplifier is shown in Figure 2. A 100 xr laser from

Spectra Diode Labs will be pigtailed into a wavelength division

multiplexer (WOM) by Seastar Optics, I=c.. This WEM has been ordered frum

Anphenol corporation. This device will be custom tuned to couple the

diode laser pump light from input 1 with the 1064 nm signal light from

input 2 into output 1. Output I will be spliced to the Nd-doped gain

fiber. Seastar Optics guarantees that a minimum of 45 mw of the 100 U

diode laser light will be ocupled into the single mode inputs of the WEM.

An increase in gain from the Mgers University fiber arplifier is

expected if one replaces the present punp laser with a multimode diode

laser having higher power and a lasing wavelength at the maxim= of the

absorption curve.
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IV. RBE NDATCNS AND CXONCISINS

Reomxewxations for continuing researd on these amplifiers include the

fabrication of the amplifier shown in Figure 2 using the Brown University

Nd-doped fiber. An improvement of the amplifier shown in Figure 1 using

the atgers University Nd-doped fiber should result from replacir the

present diode laser with a multimode 500 iW diode laser having wavelength

centered at 805 m to allow more efficient absorption and higher gain.

These amplifiers should be tested using both direct detection and cdierent

detection of amplified signals and by making relative signal-to-noise

measuremnts. These measurements should then be compared with

measurents obtained using unamplified signals alone. Improvements in

signal-to-noise in the amplified signal ray be necessary through proper

narrow band filtering for direct detection and elimination of all Rayleigh

reflections through isolation and AR coatings of all unspliced

connections.

Researchers appear to have been able to produce Er-doped fiber laser

amplifiers with noise factors near the quantum limit. [3] [4] (5] It

seems reasonable to assume that similar techniques applied to the

development of Nd-doped fiber anplifiers will produce efficient noise-free

gain for signals at the 1.06 jm wavelength.
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A METHODOLOGY FOR EMPLOYING MODULATION QUALITY
FACTORS IN THE ANALYSIS OF LPI WAVEFORMS

Glenn E. Prescott*

Lawrence L. Gutman**

Abstract

LPI system quality factors were described in a previous effort [1] in order to provide a quantitative
analysis tool for the system engineer to employ in evaluating the effectiveness of LPl techniques in
the presence ofjammers and intercept receivers. These LPI sys;em quality factors were derived
from the system link equations which describe the signal power gains and losses as a function of
system link parameters. In this paper, we focus on the issue of detectability of LPI waveforms as
defined by the modulation quality factor. The LPI modulation quality factor is a measure of the
covertness of a particular type of modulation when detection is attempted by a particular type of
intercept receiver. Intercept receiver detection models are provided for wideband nonlinear feature
detectors. The utility of this quality factor is illustrated by an example and performance curves
demonstrate the concept.

Introduction

A conventional communications link analysis is based on a power budget approach which

typically originates at the transmitter and accounts for signal gains and losses across a propagation

path. An LPI analysis, on the other land, typically begins at the communications receiver by

specifying some minimum performance requirement (usually probability of error, Pe). From this

performance requirement a minimum input signal-to-noise ratio is ubtained. Link computations are

then used to determine the maximum range ovef which the transmitter and receiver can

communication with the specified level of performance. In an LPI link, it may be essential that the

transmitted power be adjusted to allow communications at the required level of performance with

little or no margin, since excess power margin gives an advantage to the interceptor. The

interceptor link is likewise analyzed beginning at the receiver. To evaluate the effectiveness of a

particular intercept receiver in detecting a transmitted signial, some acceptable Pd and Pfa are

initially specified. From these performance specifications, and the signal processing characteristics

of the intercept receiver, a minimt m required input signal-to-noise ratio is obtained. Given a

knowledge of the scenario dependent ink parameters (antenna giins, transmitter power, path loss,

etc), the intercept range is then adjusted to achieve the minimum requked input signal to noise

ratio. The interceptor seeks to maximize the intercept range, while the communicator seeks to

minimize it. The LPI quality factor (QLPI) is sim,ly a measure of the ratio of the communication

* University of Kansas Telecommunications and Information Sciences Laboratory.
** Wright Research and Development Center, Wright-Patterson AFB, OH.
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link range to the interceptor range. The goal of the LPI communication system is to require the
interceptor to be closer to the transmitter than the communications receiver in order to detect the

transmitted signal (i. e., QLp - 0 dB).

"he LPI scenario is .llus.rated in Figure 1. At the communications receiver, the required

signal power to noise power spectral density is usually less tha.t that received by some factor M,

the link margin:

(ioc)rcvd NoM(1

where M _ 1. The transmitter power and communications link parameters which influence the

received signal power can be expressed as follows:

MSC P 1G,cG4 Ac (2)

Therefore, the maximum attainable range for the communications jink is:

Lc N W M(ScINo) (3)

For the interceptor link, some specified minimum acceptable Pd and Pfa will require a

particular input signal-to-noise ratio for each type of intercept receiver. The interceptor link can be

expressed as:

S_ P,Ga~jo,, __j_ (4)
Noi Li Noi k4lrRi

This required Si/Noi for some Pd and Pfa is reflected through the link equation resulting in some

maximum intercept range (i.e., beyond this range, interception is unlikely), Ri:

! P li Goit!z ( i~ i (5)

Taking the ratio of ranges, we can express the communications link versus the interceptor link as:

(R,,... GctGc Li N0 j SiIN (" = GGit Lr N1 S M (6)

27-2



LPI System Quality Factors

The previous expression for the ratio of ranges (6) allows a comparison of the effectiveness
of the LPI' cormnin cation system in gaining an operating range advantage over the interceptor.
Since the goal of the LPI communication system is to maximize the ratio RclRi, we therefore base
our definition of the LPI quality factor (expressed in decibels) on this ratio,

QLPI = 20 log (,) (7)

The scena-no d-pcndent parameters, which inc!ude antenna gains and path losses can each be
defined in terms of quality factors as described in [1]. For thie present analysis it is sufficient to
al,-w these to be fixed, sz) we zan concentrate on waveform detectability. Furthermore we will
make the simplifying assumption that the noise power spectrum for both the communications
receiver and the ir..ercept receivf-i" is gaussian. Therefore, the LPI equation reduces to:

(R, 2 slNoi 8
i SclNoc(8)

where

GctGc L Noi M (9)

The Modulation Quality Factor

Regardles, of the scenaric, the relative performance of the communications receiver
compared to the intercept receiver is of critical importance. The communications receiver has the
advantage of a priori knowledge of the signal waveform, which gives the communicator a
sigrtficant signal processing advantage over the interceptor. On the other hand, since the
interceptor only requires the detection of signal energy for a successful intercept, the interceptor
requires far less signal information (and hence, less input signal-to-noise ratio) than does the
communicator. The goal of the LPI system designer is to select a waveform that is effective for
communication p.rpLses but is relatively difficult for the intercept receiver to detect.

We will focu our evaluation on the modulation quality factor, which is defined as:

QMOD = SilNi (10)ScNoc(
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The input signal-to-noise ratio for the communication receiver can be expressed in normalized form
as,

- r(11)
Noe Noe

Where EblNoc is a function of the required Pe for a given modulation type and method of
detection, which is defined as

-- = Cc (Pe) (12)Noe

Therefore,

Noc = rC (Pe) rd (13)

For the intercept receiver, the input signal to noise ratio is a function of Pd, Pfa as well as

the integration time and bandwidth,

S= Ci (Pd, Pfa, T, W) (14)
Noi

So that

=i (Pd, Pa, T, W)QMOD -15

(c (P,) rd

In order to use the mooulation quality factor in an LPI analysis, we need to have the appropriate

expressions for ti and c. These will be discussed in the succeeding paragraphs.

Signal Detection Models

A simple detection model for LPI signals (such as suggested in [2]) is often useful in

visualizing the complexities of the waveform and providing insight in how to best intercept it. The

model employed her. describes the frequency bandwidth versus time duration of the transmitted

signal. This model can be used to represent the transmitted waveform as a hierarchy of time-

bandwidth units, proceeding from a course structure, which typically has a large degree of

complexity (large time-bandwidth product), to progressively finer structures which eventually

approach time-bandwidth products on the order of unity.
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The LPI signal chosen for the present analysis is a hybrid spread spectrum waveform

consisting of direct sequence, frequency hopping and time hopping. The detection model for this

signal structure is illustrated in Figure 2.

Intercept Receiver Models

The intercept receiver models considered in this analysis are assumed to perform some

nonlinear operation on the received signal for the purpose of extracting signal energy, or some

other waveform feature. We will assume that the received signal to noise ratio at the intercept

receiver is small. This is usually a valid assumption since our LPI quality factor is based on the

maximum communication range versus the maximum interception range. At the maximum

interception range the signal to noise ratio will be very small. Under these conditions, (and

assuming a suitably designed waveform) the optimum receiver has been shown to be a wideband

total power radiometer [5]. If feature extraction is the goal of the interceptor, a higher signal to

noise ratio is required resulting a smaller intercepi range. This causes the LPI quality factor to

increase significantly.

For signals having large time-bandwidth products, the output statistics of the radiometer

can be assumed to be gaussian, and the detector performance can be completely characterized by

the detectability factor d, which has been defined as the square of the difference in the means of the

output densities under noise and signal plus noise conditions [3]. The detectability factor d, is a

measure of the post detection, or output signal-to-noise power ratio of the detector.

2= [Q-lP1a _ Q - (P d)] ' (16)

Five nonlinear wideband radiometer models are assumed for use in the present LPI analysis.

These models were suggested in [6] and shown in Table 1.

From these models it is apparent that the total power radiometer requires the least signal

power for a successful intercept. Since the total power radiometer is the optimum receiver for
detecting the presence of an unknown signal in a gaussian noise environment, we can use it as the

standard against which other radiometers and feature detectors are measured.

Communication Receiver Models

For the communications receiver, the performance criterion is the probability of bit error.

The probability of bit error can be related to the received Eb/Noc for any particular type of
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waveform modulation and detection process. This relationship is expressed in the parameter C(Pe

). Several popular modulation techniques are shown in Table 2 with the corresponding C(Pe ).

More complex forms of modulation cannot easily be expressed in closed form. For

example, the expression for the probability of bit error for 32-ary orthogonal noncoherent signaling

is not easily expressed in the form specified for c(Pe):

32
Pe=6 " ' 1( 2) (-1)n exp (b (n)1
e62 n Non]0 17)

n

However, the expression can be inverted iteratively, or curves can be used to obtain c for a
specific Pe .

Quality Factor Analysis

An LPI quality factor analysis was performed on a candidate waveform using the five

wideband intercept receivers, with the communications receiver using 32-ary orthogonal

noncoherent signaling. A comparative summary of the modulation quality factor for all five

intercept receivers is shown in Figure 3. All curves in this figure are obtained from the modulation

quality factor expression given in (5). Note that the wideband total power radiometer requires the

smallest input signal-to-noise ratio for a successful intercept, as expected.

Conclusions

A methodology has been presented which demonstrates the use of LPI quality factors in

assessing the detectability of a candidate LPI waveform by a variety of wideband nonlinear

intercept receivers. The methodology described here focused on the modulation format of the LPI

waveform, and described the quality of its covertness in terms of a modulation quality factor. A

technique was described for modeling the signal, the intercept receiver and the communications

receiver so that their essential characteristics could be incorporated into a modulation quality factor.

This modulation quality factor promises to be a valuable standardized is valuable as a standard
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Table 1

Intercept i (Pd, Pfa, T, W)
Receiver

Total Power
Radiometer V

AC Radiometer '/28 
2

TIT3

Pulse Rate p V 7"

Detector

Hop Rate TT14.36g62

Detector T2T3 P

Chip Rate 8 VILL (316.2)
Detector
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Table 2

Modulation Type (c(Pe)

Noncoherent -2Ln (2Pe)
Binary FSK

Differentially -Ln (2Pe)
Coherent Binary

PSK
Coherent Binary 1[Q_(pe)]2

& Quadrature 2
PSK

Jm mer #1 SVNoi Inecp

Li Git
#N

Gti Sc/Noc

Rc Gct

Figure 1 - LPI Scenario
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COMPUTER AIDED ANALYSIS OF LPI SIGNAL DETECTABILITY

Scott P. Francis Glenn E. Prescott
University of Kansas Center for Research

Abstract

A low probability of intercept signal detectability analysis program is described which calculates
the detectability of certain spread spectrum signals by radiometric detection systems. LPI/SDA is a
PC-based computer aided analysis system which expresses the detectability of a signal in terms of
the signal carrier power to one-sided noise power spectral density CIN01 required at the input to a
radiometer to achieve user-specified detection and false alarm probabilities. LPIISDA also has the
ability to calculate LPI system Quality Factors, which describe the detectability of a signal
separately in terms of scenario dependent and scenario independent factors. Sample detectability
calculations are illustrated, and performance curves are provided.

Introduction

Military communication system designers have traditionally employed spread spectrum
waveforms to achieve a particular level of transmitted signal covertness. These spread spectrum
signals, in addition to permitting the use of code division multiple access (CDMA) for efficient
bandwidth utilization, also incorporate significant anti-jam (AJ) and low probability of intercept
(LPI) characteristics due to their low-level radiated power densities.

The receiver in an LPI communication system possesses knowledge of the code which was
used at the transmitter to spread the signal, and thus can despread the received signal by mixing it
coherently with the code. An unintended receiver does not typically have knowledge of this
spreading code and must make signal present decisions based solely on the receivcd energy in
some frequency band over some period of time. Receivers which make binary signal present
decisions based on energy detection are called radiometric systems (radiometers), and represent the
most common detection threat to LPI signals.

The inherent vulnerability of an LPI (spread spectrum) signal to detection by a
particular radiometric system can be quantified in terms of the required carrier signal power to one-
sided noise power spectral density ratio CINo, required at the front end of the radiometer to
achieve a specified probability of detection, PD, and probability of false alarm PFA performance
level [ 1, 5]. The LPI communication system designer uses this detectability information to select
the spread spectrum modulation type and parameters t- yield a signal which is minimally detectable
by the most likely detection threat, in this case a particular type of radiometer system.

27-10



Many researchers have developed analytical models which map the radiometer performance
probabilities to the required front-end CINOI, e.g. [1]. LPI/SDA is a PC-based computer aided
analysis system which automates the use of these models. The LPI communication system

designer interacts with LPI/SDA's user-friendly hierarchical interface to describe a signal and

radiometer system, and quickly determines the required CINoI. Signal and radiometer parameters

can be easily modified to evaluate the effects of these changes on the required CINoi. LPI/SDA

also has the ability to calculate five different LPI system Quality Factors. These Quality Factors

describe the detectability of a signal separately in terms of scenario dependent and scenario

independent factors [3].

LPI Signal Models

LPI/SDA models three standard and four hybrid types of spread spectrum signals. They
are:

• Direct Sequence (DS)
• Frequency Hopped (FH)
* Time Hopped (TH)
" FH/DS
* TH/DS
. FH[TH
" FHTH/DS

From an energy detection standpoint, these spread spectrum signals can be described in

terms of relatively few parameters. These parameters are listed below and illustrated in the time-

frequency plane shown in Figure 1.

TI - message duration (sec)
WI - spread spectrum bandwidth (Hz)
T2 - pulse duration (sec)
b2 - number of pulses in TI
N - # of frequency hop bands in WI

To describe a DS signal, for instance, one would set N = 1, b2 = 1, and T2 = TI. T1 and

Wi would be set to the desired message time and spread bandwidth, respectively.

Radiometer Models

The heart of all radiometric systems which LPI/SDA models is the wideband radiometer,

also known as an energy detector or total power radiometer. This system, shown in Figure 2,

filters a portion of the RF spectrum, squares this filtered signal to obtain signal power, and
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integrates from t - T to t to yield signal energy (typically this integration is implemented as integrate

and dump rather than continuous integration). This signal energy is then compared to a threshold

and, if the threshold is exceeded, a signal is declared present; otherwise no signal is declared
present. Assuming ideal signals and filters, the wideband radiometer can equivalently be described

as a system which observes a rectangular time-frequency cell with bandwidth equal to the bandpass

filter bandwidth and time interval equal to the integration time T. It measures the total signal plus

noise energy received in this cell and compares this energy to a threshold. A signal is declared

present if the cell energy exceeds the threshold.

For signals which completely occupy a single time-bandwidth cell (e.g., DS signals) and
are embedded in additive white Gaussian noise, total power radiometers represent essentially the

best performing detection systems which can be constructed (1]. If a signal is pulsed in time

and/or frequency, the interceptor may be able to improve his detection performance significantly if

he has knowledge of the pulse positions in both time and frequency and exploits this knowledge by
using an appropriate radiometer system. These radiometer systems consist of one or more total
power radiometers, each with a bandwidth and integration time matched to the time-bandwidth

dimensions of a pulse. The binary signal present/not present decisions that each of these

radiometers makes are processed in some manner to minimize the false alarm probability while

maintaining a high detection prcbability. These systems are described further in [I].

The LPIISDA Program

LPI/SDA contains a highly accurate analytical model for calculating the required C/NO1 at
the front end of an intercept receiver given the time-bandwidth product TW of its observation cell

and the desired PD and PFA. For pulse detection radiometer systems, the overall detection and
false alarm probabilities can be mapped to single cell detection and false alarm probabilities, QD

and QFA, and thus this detectability model is used for all types of radiometer systems.

The radiometer model is based on the following. When only noise is present at the input to
a wideband radiometer, the output follows a chi-square probability density function (PDF) with

27W degrees of freedom. With signal present, the output has a noncentral chi-square PDF with

2TW degrees of freedom and a noncentrality parameter of 2ESINoI, where ES is the signal energy

received during a time interval of length T [5].

For large 7W products, the output statistics approach Gaussian density functions for the
noise and signal plus noise cases. Simple detectability models make this approximation and often

further assume that the variance of the noise is equal to the variance of the signal plus noise (i.e.,

the signal is very weak). After signal detectability is calculated, a correction factor is typically
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applied to correct for the error introduced by making the Gaussian assumption (see for instance, [4

pg. 298]).
LPI/SDA calculates the required CINo1 usixug chi- square statistics except in the case of

large TW products (> 500) where the Gaussian approximation is very good, and makes no

assumption whatsoever about the signal and noise powers. A typical detectability calculation in

LPI/SDA proceeds as follows. The user describes a signal and radiometer, and specifies a TW
product, PFA and PD. LPI/SDA maps PFA and PD to QFA and QD if necessary. The radiometer

output PDF, given that the input is noise alone, is now fixed, and a detection threshold can be
calculated by using a chi-square tail function routine to yield the correct QFA. With knowledge of

this threshold, the noncentrality parameter of the output PDF given signal plus noise at the input

can be varied until the correct QD is obtained. QD is calculated using a recursive generalized Q

function algorithm given in [2]. With the radiometer output PDFs determined, the noncentrality

parameter of the noncentral chi-square PDF (2ESINOI) is multiplied by 112T to yield the required

C/No1. LPI/SDA modifies this number appropriately if the radiometer dimensions are not

perfectly matched to the transmitted signal. This would be the case if, for example, a DS signal is

specified along with a wideband radiometer whose bandwidth is something less than the spread

bandwidth of the signal. For TW products greater than 500, the calculation proceeds similarly,

except that the output PDFs are assumed to be Gaussian with the first and second moments

equivalent to the corresponding chi-square moments, and thus Gaussian tail probabilities are used

rather than chi-square.

Sample Detectability Calculations

The LPI/SDA user interface contains independent input pages for describing the spread

spectrum signal and radiometer. Figure 3 illustrates the structure of the user interface and die paths

which one may follow when going from one input page to another. On each of these pages, the

user selects a signal or radiometer type via pop-up menus, and specifies the parameters that

accompany the selected type. Another page allows the user to specify PD and PFA and calculate

the required C/NO1. On yet another page, the user may input communications link information

(path losses, antenna gains, receiver noise temperatures, etc.) which are required for Quality Factor

calculations. Values for the five Quality Factors can be computed, and one of these Quality

Factors, the Modulation Quality Factor, can be plotted against one of six system parameters,

including PD and PFA. The user may move freely from page to page to change the signal type,

radiometer type, and associated parameters and find immediately the effect of these changes on the

27-13



required CINOl. Compatibility and range checking are performed on all inputs to ensure that they

are tenable.
Figure 4 ilustrates a plot of the calculated C/NoI required as a function of QD for several

values of QFA and a 7W product of 10,000. These curves cc-respond within .2 dB to the cures

of required EsIN01 presented in [I pp. 65- 70] (note that ESIN01 = CINo1 whn T = 1).

Woodring and Edell [5] present several examples of caculating the deectability of spread
spectrum signals by radiometers. In their first example, they describe a frequency hopped signal

with a message time Ti = 4 sec, a spread bandwidth W1 = 2 GHz, and a hop rate of 2000
hops/sec (which together with Ti coresponds to b2 = 8000 and 72 = 500 gsec). The desired PD

and PFA are 0.1 and 10-6 respectively. They report a required CINo1 of 48.9 dB-Hz, and given

the same parameters, LPI/SDA reurns 48.900 dB-Hz. In their second example, they calclate the
detectability of a single hop or pulse. In this case, TI = 2 = 500 psec is the pulse duration and

WI = 2000 Hz is the pulse bandwidth, yielding a TW product of unity. Note that b2 = 1.
Woodring and Edell give a required CINo1 of 41.7 dB-Hz whereas LPIVSDA returns 41.740 dB-

Hz.

Conclusions

LPI/SDA is an efficient and highly accurate computer aided analysis tool to assist the LPI

communications design engineer in determining the detectability of certah, spread spectrum

waveforms by radiometric detectors. Ushig this tool, the designer can construct a signal waveform

which is least vulnerable to detection by the most likely detmtion threat. Further, the designer can

analyze the covertness of the LPI signal in terms of scenario dependent and scenario independent

factors via calculation of five different Quality Factor. LPJISDA's results have been shown to be

within .2 dB of similar analytical results presented in [1] and [5].
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REUSABLE ADA SOFTWARE

EVALUATING THE REUSABLE ADA AVIONICS SOFTWARE PACKAGES (RAASP)

Brian J. Shelburne Ph.D.

ABSTRACT

RAASP is a Air Force reusable software effort for avionics

currently being performed by Westinghouse Electric Corporation.

Under the effort, a library of Reusable Software Objects (RSOs)

is maintained using a hypertext based library system which

supports the administration, user browsing, and extraction of

RSOs. This report evaluates a prototype reuse system from the

RAASP contract. Although this reuse system is configured to

handle avionics software, the prototype version used for this

evaluation only contained RSOs dealing with numeric routines and

Booch data structure parts. The system was tested by writing

sample applications using the hypertext based library system to

select the proper RSO. Preliminary indications are that the

RAASP reuse system can be an effective software reuse system.
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I. INTRODUCTION:

RAASP, the Reusable Ada Avionics Software Packages, is a

Westinghouse Electric Corporation software reuse project

sponsored by the Air Force. The system "consists of an Avionics

Domain, other demonstration domains and a Library System ...

[whose purpose is to] promote cost savings and higher quality

software through reuse of well developed software." [1 p. 1].

Since the RAASP contract was awarded last year, only a prototype

version was available for evaluation. Even though the prototype

version did not contain any avionics domain reusable software

objects (RSOs), it did contain RSOs from other domains like

numerics and data structures which were used to generate sample

applications. (RSOs can be complicated objects which can include

source code, documentation, and test code.) The lack of avionics

software did not impede the evaluation of the library system

which is a critical component of any software reuse system.

The library system used to access the RSO library was written

using a hypertext package called FarVIEW. The library system,

called ReuSE (Reuse Search Expert), supports library browsing,

library and domain administration, and RSO submittals.

II. OBJECTIVES:

The objectives of the research were threefold : learn the RAASP

ReuSE system, evaluate the use of the ReuSE system as a means of

supporting reusable software, and evaluate the quality of the
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RSOs.

No effort was made to evaluate the submittal and/or

library/domain administration capabilaties of the ReuSE system.

Indeed, this feature was not implemented in the prototype system

we had.

III. ReuSE - AN OVERVIEW:

FarVIEW is a commercially available hypertext system which was

written for a PC and ported to a VAX. A hypertext system

"stores" information in discrete chunks called "frames" which are

then linked to one another, the links generally following the

logical structure of the underlying database of information.

Frames can contain text or graphics and their size are not

limited to a single screen. Moving between frames is usually

accomplished by "clicking" on "buttons" - positioning the screen

cursor over a button icon and clicking. The user can also access

frames using cross-references (the user "clicks" on the

reference), "back-track" through previously traveled links, or

jump immediately to any frame given its name. Thus a user can

quickly and easily browse through any database.

In addition FarVIEW supports an "in-house" language called

FarSlang which allows developers to write code frames that

execute FarSlang code. FarVIEW supports a window editor that

uses WordStar-like commands. It has the ability to link to ASCII

files. The result is a very flexible and powerful hypertext

support tool.
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FarVIEW works best with a mouse although a user can use the

keypad and/or function keys to point and click on buttons. ReuSE

(Reuse Search Expert), the FRAASP library system used to maintain

a library of RSOs, was written in FarVIEW. Four library

functions are supported by ReuSE. The first allows a user to

browse the library for an RSO with the option of extracting it.

A Library Administrator function handles the setting up of a new

library. The Domain Administrator function handles the

administration of individual domains within the library, and a

submittal function permits new RSOs to be submitted to the

library.

ReuSE uses a faceted classification scheme to catalog RSOs. In a

faceted classification scheme (as opposed to an enumerative

scheme like the Library of Congress classification), RSOs are

classified using predefined keywords from "facet" lists. For

example "language" could be a facet and "Ada", "C", "Fortran",

"Pascal", etc. would be the "values" or keywords in the

"language" facet list (see [5] p. 89). Initially a user selects

a particular domain (facet) to search (e.g. "DataStructures"). Next,

the user selects a value from the primary facet list (primary in

that it is most descriptive for the domain). For example, in the

"DataStructures" domain, the primary facet is "Structnre"

(Stacks, Queues, Sets, etc.). The primary facet always depends

on the particular domain. Once a value for a primary facet is

chosen, the user is presented with a set of secondary facets

appropriate to that domain. For example, "DataStructures" has

a set of ten secondary facets. (Note that the secondary facets
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are determined by the domain facet and not the primary facet.)

Then the user either selects values or uses the "Don't Care" default

value for each secondary facet and initiates a search of the

library for RSOs that satisfy the facet values chosen. It is

expected that users will choose the "Don't Care" default for many

secondary facets.

To reiterate, searching for an RSO requires the selection of a

domain, a primary facet, and a set of secondary facets which are

specific to the chosen domain.

At this point, if one or more RSOs are found that satisfy the

facet values, their frames (called "RSO Root Frames") are

presented in a "book form" where the user can "page" back and

forth (with the click on a button) examining each frame in turn.

Each RSO Root Frame uses a standard format which displays the

frame name, the RSO name, the values for the primary and

secondary facets, an abstract, and a set of buttons that allows

the user to access additional documentation, source code, and

test code frames for the RSO. It also has an "Extract" button

that allows the user to extract the source code and all files

upon which it depends.

If no RSOs are found which match the facet values, a distance

measuring function is employed to obtain "close" matches.

Responses to queries generally result in the return of RSO Root

Frames but "Description Frames" which contain additional

documentation can also be returned.
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IV ReuSE - RSO DOCJMENTATION

A typical RSO .7oot Frame looks like the following ([l] p. 3-5)

DATASTR.stack 0001 2 of 2

RSO name : StackPackage [ More ]

Structure: Stack Abstraction: Multiple
Element Visit: No Visitation Environment: Semaphore
Memory: Run Time Exceptions: NoPropagate
Portability: Machine Specific Private Type: Private
Confidence: Confidencel Optimization: Time
Sub Expansion: NoInline

Basic Stack Operations

[ Extract ] [ Dependencies ] [ Metrics ] [ Log

[ Submittal ] [ Install ] [ Package ]

The first line is the frame name (DATASTR.stack_0001). The "2 of

2" indicates this RSO Root Frame is the second of two RSO Root

Frames whose facets match the user's requests. The iSO name

(StackPackage) appears on the next line along with the [ More ]

button. (Adopting a convention used by ReuSE, buttons will

appear in square brackets.) Clicking on this button will link to

the RSO More Frame (discussed below). Next comes the values for

all facets (Structure being the primary facet, the other ten

being secondary), then the abstract (in this case the one line

phrase "Basic Stack Operations"). Finally there are two rows of

buttons which link to other frames of this RSO.

Clicking on the [ Extract ] button will extract the RSO and all

RSOs it depends on. Clicking on the [ Dependencies ] button will

link to a frame listing all other RSOs the current RSO depends
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on. Clicking on the [ Package ] button will link to a frame

containing the source code for the RSO. (Some RSOs have [ Spec ]

and [ Body I buttons instead.) The other buttons link to frames

containing information of lesser importance.

The [More] button brings up the RSO More Frame which contains

information about the author and/or submitter of the RSO as well

as twelves more buttons which link to frames containing

additional documentation

V. ViuSE : AN EVALUATION:

The ReuSE system is easy to use even when a user is not familiar

with hypertext systems (ReuSE has a built in tutor facility).

Each query requires only three levels of selection : the domain,

the primary facet, and a set of values for the secondary facets.

Once the selections are made, the library is queried for matches.

RSO Root Frames of RSOs which match the selected facet values are

presented in sequence which the browser can inspect. The

standardized format makes them easy to scan; the user is not

overwhelmed with information about an RSO so the he or she can

quickly decide whether to keep or discard any selection.

Clicking on a button makes it easy to obtain additional

information for any RSO.

The [Package] or [Spec]/[Body] buttons are useful for examining

source code. FarVIEW uses "slider bars" to manage frames

larger than a single screen, so it is easy to scroll through and
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examine source code.

The [Dependencies] button is particularly useful since many Ada

language parts often "with'" other packages, Unfortunately, this

particular feature was not completely implemented in the

prototype version.

The [Extract] button, used to extracted the RSO and "all

needed files of the RSO, as well as all the files associated with

any RSOs on which [that] RSO depends, and RSOs on which they

depend, etc." [I p. 3-16], was not completely implement in the

prototype version. Often files on which the extracted RSO

depended on were missing. In addition, the [Extract] button gave

no indication as to what files were extracted. ReuSE

documentation suggested extracting files to an empty subdirectory

so the user would know which files were extracted.

Most of the other buttons revealed empty frames although in many

cases, the attached frames were not germane to the RSO.

In summary the ReuSE library system is easy to use since it

allows the user to freely browse through the library of RSOs

without being overwhelmed with information or documentation. At

-he same time, the "point and click" approach of a hypertext

based library system allows the user to access the details of or

additional information about an RSO. The only drawback was the

failure to fully implement some very useful features.

VI. APPLICATIONS
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-uSE listed fourteen different domains although only two,

Numerics and DataStructures, were populated with RSOs; none of

the twelve avionics domains were populated with RSOs.

The Numerics domain was divided into seven areas according to the

primary facet "function" (Primitive; Elementary;

Matrices/Vectors; Linear-Algebra; Eigenvalues,/FFT/etc;

Polynomials; Quaternions) many of which were not populated with

RSOs. The Data Structures domain was divided into eleven areas

according to the primary facet "structure" (Stacks, Queues,

Lists, Strings, Deques, Maps, Sets, Bags, Trees, and Graphs).

The RSOs for this domain were Booch parts but only three (Stacks,

Sets, and Bags) were populated with more than one RSO.

Despite the scarcity of RSOs, four application programs were

written.

The first was a simple program to compute a square root. The RSO

containing a square root function was under the facet value

"elementary" in the "numerics" domain. The application to call

the square root routine was straightforward and there was little

problem generating the program except for the fact that the

[Extract] feature did NOT extract from the RSO library all the

files needed by the square root function. A scan of the

specification file revealed that the package containing the

square root function "withed" another package that was not

extracted. The missing files had to be located and extracted by

hand.
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The second application, an infix to postfix expression evaluation

application, required the use of three data structures - a stack,

a queue, and a variable-length string, all from the

Data Structures 
domain. 

Some difficulty 
was encountered 

in

obtaining the RSOs for this application. A wrong value for one

particular secondary facet on a number of stack RSOs lead to a

problem in locating the correct RSO. (This problem was

subsequently communicated to Westinghouse.) Since exactly one

queue RSO and one string RSO were cataloged (and neither was

quite the one needed) the other needed RSOs had to be obtained

independent of the ReuSE system.

The third application solved a system of real valued linear

equations. Like the DataStructures domain, the Numerics domain

was underpopulated and the only RSO available used complex values

instead of reals. The RSO was made to work without too much

difficulty but the [Extract] feature failed to extract all the

files the RSO depended on. The required files had to be located

and extracted by hand. One additional difficulty with the third

application was the failure of the RSO to detect whether a system

of linear equations had a un4que solution. Documentation for the

RSO stated that an exception would be raised if the result could

not be computed but testing revealed that singular systems were

not detected. The comment was in error or at least misleading.

The prob2em was easily worked around using a determinant

procedure from the same RSO package.

The fourth application used a Sets generic package from the

Data Structures domain. Again there were the problems with
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incorrect values for secondary facets which complicated the

selection of the desired RSO.

VII CONCLUSIONS:

1. The ReuSE library system facilitates accessing RSOs. It is

easy to use (just point and click), it does not overwhelm the

user with information, yet it has the capability to allow the

user to access as much documentation as necessary. The ease of

use and flexibility was particularly helpful in locating some

Data Structure RSOs which had been classified incorrectly.

2. ReuSE has the capacity for many desirable features that ought

to be fully implemented. For example, the [Dependencies] button

should correctly show all other RSOs that an RSO is dependent on.

In fact, given the capabilities of the FarVIEW hypertext system

used to implement ReuSE, displaying the RSO dependencies

graphically would make the dependencies clearer to the user.

Currently the [Extract] facility extracts the RSOs to a

user's directory but, as mentioned above, there is no way of

knowing which RSOs were extracted. Extracting to an empty

directory so that the RSOs might be known is awkward; a better

solution would be to include as one of the extracted files, a

text file which lists all extracted objects plus compilation

instructions.

3. Care must be taken in assigning the correct values to

secondary facets as some miss-classified RSOs were found. Also,
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the significance or meaning of the secondary values should be

documented in some way (a help button attached to each secondary

facet?).

4. ReuSE implements the Booch parts as data structures but it

does not use Booch's classification. Users familiar with Booch

parts might find his classification more helpful (see [2]).

5. As mentioned above, a query would sometimes return

"Description Frames" in addition to RSO Root Frames. The former

are useful particularly in documenting Booch parts and should be

included as part of the documentation of an RSO and not as a

separate "RSO Root-type Frame".

6. Currently the ReuSE system is restricted to fourteen domains.

It is not clear how difficult it would be to extend ReuSE to more

domains.

7. Each domain uses for each primary facei" the same set of

secondary facets. While this simplifies the selecxixn process

for an RSO (as well as the submittal process), it's questionable

whether a single set of facets can adequately characterize all

RSOs in a domain. For example, in the DataStructures domain,

queues have two properties, balking vs non-balking and priority

vs non-priority, which no other data structure has (except

Deques). (A balking queue permits an item tc be removed from any

position in the queue [2 p. 145].) Neither of these properties

is listed as a secondary facet which means that an RSO with these

properties cannot be selected and can only be found by using a

sequential search. On the other hand, making these properties

28-14



into secondary facets may make no sense when applied to other

structures. One could either tailor the secondary facets to the

individual structure (i.e. make them dependent on the primary

facet and not on the domain choice) or use the same secondary

facets for all RSOs in a domain but color code the buttons in

such a way as to indicate the meaningful ones.

8. As noted above, if a search for an RSO does not yield any

exact matches with the selected facets, a distance measuring

function is employed to find a "close" match. The method used by

the distance measuring function needs to be more specific. For

example, in generating a query for a certain type of queue, no

matches where found (not surprising since only one queue RSO was

in the library). However, 14 similar matches were found of which

13 were stacks and the other was a list. The one known queue XSO

was not returned.

It should be observed that the "distance" between two RSOs is not

symmetric. For example, the ReuSE RSO library currently has

Stack RSOs with and without "iterators". (An iterator allows

the user to process each element of a stack.) All other facets

being the same, a stack RSO with an iterator can be used in place

of a stack RSO without an iterator. The reverse is not

necessarily true. The distance from the second RSO to the first

is essentially "zero" while in the reverse direction the distance

is "non-zero".

VIII. FINAL OBSERVATIONS
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In a previous paper [6] I addressed a number of issues dealing with

software reuse. Since the prototype version of RAASP's ReuSE

system is not well populated with RSOs, it is only possible to

evaluate the RAASP system with respect to the three of these

issues: parts engineering systems, documentation, and quality.

VIII.1. Parts Engineering System Issues

The ReuSE hypertext approach is an excellent way to access the

RSO library. First, the selection process allows the user to

quickly narrow down the search to a handful of parts. A query

yielding too many or too few candidates can be changed by using

fewer or more "don't care" defaults for secondary facets.

Second, the RSO Root Frames present only the salient information

about an RSO. The user is not overwhelmed by information yet if

more information is needed, clicking the proper button will yield

it. The user can quickly decide whether to investigate an RSO

further or reject it. Third, the user can easily access and

review the source code itself. Last, when properly implemented,

it is easy for the user to extract an RSO plus all RSOs it

depends on.

VIII.2 Documentation

Much of the documentation for an RSO is contained in the ReuSE

"RSO Root frames" where it is readily accessible. It is

difficult to judge the overall quality of the internal

documentation (comments) in the RSO source code since the

Data Structure RSOs were Booch parts which are well documented in
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Booch's text ([2]) while the Numerics RSOs were a mixed lot.

However, some sort of standard should be adopted for internal

documentation of source code.

One type of documentation that is lacking is the use of pre and

post conditions for procedures. This type of documentation

should be included (at least in the source code but possibly as a

separate frame linked to the RSO Root Frame via a button).

VIII.3. Quality

There are really two issues here : the quality of the RSO parts

themselves and steps taken to assure the user of their quality.

The quality of the DataStructure domain RSOs was good which is

what would be expected of the commercially available Booch parts.

The quality of the Numerics domain RSOs was less so (see the

exception problem with the third application discussed in section

VI above) but no major problems were found.

Quality assurance of an RSO depends on the user's understanding

of the RSO which in turn depends on good documentation and easy

access to well commented source code. The hypertext based ReuSE

system allowed easy access to frames containing documentation

and/or source code for an RSO. The capability of quick and easy

access to documentation and source code cannot be underemphasized

in its usefulness in establishing the quality of the RSOs.

One impedix:-ent to quality assurance of software is heavy use of

depende%,ciet (via withing) between RSOs. Since the ReuSE system
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is not heavily populated with RSOs, this did not seem to be a

problem but as more RSOs are added, dependencies between RSOs

should be minimized, well documented, and the frame accessed by

the [Dependencies] button carefully implemented.

Quality can be assured through the development of applications

using RSOs while the library is being populated. In this way, as

the RSOs are being added to the library, they can be tested.

IX. RECOMMENDATIONS

ReuSE as it now exists is a very powerful hypertext based library

system that supports RSOs from only two well understood domains,

Numerics and DataStructures. Even so, several of the features

of ReuSE are not fully or properly implemented (eg. the [Extract]

feature or the [Dependencies] documentation). ReuSE needs to be

populated with avionics RSOs from domains which are not as well

understood. Currently only three selections (domain, primary

facet, and secondary facets) are needed to generate a query which

returns a small selection of candidate RSOs. Can the same be

done with less well understood avionics domains? Based on

this summer's research, the following three recommendations are

presented.

1. Implement and test the faceted classification schemes for the

other twelve avionics domains. The schemes used for

DataStructures and Numerics work well because both domains are

mature and well understood. However, it is not clear that the

classification of avionics software will work as well although
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the hypertext based ReuSE library system is very powerful and

flexible.

2. Populate the ReuSE library with avionics RSOs.

3. Generate sample avionics applications with ReuSE to

demonstrate that ReuSE is an effective avionics reuse system.
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Abstract: A fuzzy filter is a mapping that employs similarity information to trans-

form a fuzzy set to enhance the continuity of compatibility (membership) values.

The objective of filtering is to discount noise that may be introduced into domain

information by the knowledge elicitation process or by the limitations of mechan-

ical sensors. The effect of filtering is determined by a similarity relation and the

aggregation methods employed. Four families of fuzzy filters based on t-norms and

t-conorms are presented. Iterative applications of the filters extend the influence of

elements beyond their immediate similarity neighborhoods.

1. Introduction

The primary motivation for the development of fuzzy set theory [14] was to

provide mathematical tools for representing and reasoning with vague and imprecise

information. Fuzzy techniques represent a departure from the classical approach

t approximate reasoning in that they are founded not on statistical analysis but

rather on the more natural notions of similarity and possibility [15]. The similarity

of two objects suggests the degree to which properties of one may be inferred from

those the other. Thus similarity provides the foundation for both analogical and

interpolative reasoning.

It is often the case that the degree to which objects satisfy an imprecisely defined

concept is assumed to change continuously with variations in the charateristics of the

objects. For example, a small change in height produces only a slight modification

in the degree to which a person would be considered tall. In domains in which such

continuity conditions are presupposed, the similarity of domain elements provides

information that may be used to evaluate and modify compatibility values that

have been obtained from unreliable sources or have been corrupted by noise. Four

families of fuzzy filters, transformations that enhance the continuity of compatibility
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assignments based on the similarity of the elements in the universe, are introduced

and their properties examined.

The relationship between similarity relations and distance functions is reviewed

in Section 2. The correspondence between these fundamental notions is based on

the t-norm transitivity of similarity and satisfaction of 'triangle inequality'-like re-

strictions by distance functions. This is followed by the introduction of the families

of fuzzy filters. Section 4 uses direct similarity assessments to determine the (in-

direct) influence of one domain element upon another. This notion provides the

foundation for the analysis of iterative filtering.

Throughout this paper elements of a universe will be denoted by u, v, or w,

with or without subscripts. Lower case letters z, y, and z are variables over the

nonnegative real numbers. The membership function of a fuzzy set A over a universe

U = {u 1 ,... ,Un} is given by AA(Ui) = xi where xi is the degree of membership of u,

in A. The infix operators V and A represent the maximum and minimum functions,

respectively.

2. Similarity Relations and Distance Functions
The concept of fuzzy relation [14] generalizes the classical notion of relation to

permit the specification of partial reiationships between elements. For example,

the relation defining 'is a child of' is precise in that either u is a child of v or u is

not, there is no matter of degree in this relationship. However, a description of 'is a

friend of' or 'is the same size as' or 'is similar to' does not present such unambiguous

alternatives. A fuzzy binary relation on a set U is a function R : U x U -+ [0, 1,I or,

equivalently, a fuzzy subset of U x U. R(u, v) = z indicata5 that the degree to which

u has relationship R to v is x. Being an extension of standard relations, R(u, v) = 1

specifies that u is completely in relation R to v and R(u,v) = 0 indicates that u

has no R relationship to v.

Zadeh [16] introduced similarity relations to specify the degree of similarity

between elements of a universe U. The intuitive nature of similarity requires that

certain fundamental properties be satisfied by any similarity relation S. An element

must be considered completely similar to itself. Formally, a relation that satisfies

S(u,u) = 1 for every domain element u E U is said to be reflexive. Similarity is

also symmetric, that is, the degree of similarity of u to v must be the same as that

of v to u. These properties are formalized by conditions i) and ii) of the definition

of similarity relation.
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Definition 1. A t-smilarity r JaWon on a domain U is a function S :x1 x U -U [0,11

that satisfies

i) S(uU)= 1

ii) S(u' v) = S(V' U)

iii) S(u, v) ! S(u, w) 0 S(o, v), Vw E U

where 0 is the t-norm t.

A t-norm is a binary function that extends the domain of logical conjunction

from the set {0, 1} to the interval [0,1]. Formally, a t-norm is a nondecreasing,

commutative, and associative function 0: [0,1] x [0,1] -+ 10,11 that satisfies 0®z =

0 and 10 x = x. Several common t-norms that will be used in the sequel are given

in Tabie 1. Every t-norm t assumes values bounded by to and t3 . That is,

to(X,y) _ t(zY) t3 (<,Y)

for all x, y E 10,11. The Lukasiewicz t-norm ti provides the link between similarity

relations and metric spaces. The relationship between these two concepts will be

reviewed below. While many of the results in this paper hold for arbitrary t-norms,

we shall primarily be concerned with the Lukasiewicz, product, and minimum t-

norms. An examination of the general properties of t-norms can be found in [12,4,61.

Condition iii) in the definition of similarity relation is referred to as 0-transitivity.

Transitivity places a lower bound on the inheritability of similarity. If u is extremely

similar to w and w is extremely similar to v, then one would expect a nontrivial

degree of similarity between u and v. Moreover, an increase in the similarity of

the arguments on the right-hand side of the transitivity condition should be ac-

companied by an increase in S(u, v). Algebraic properties of t-norms coincide with

intuitive limitations on similarity transitivity-the complete dissimilarity of u and

w should impose no restrictions on the similarity of u and v. Moreover, if u and w

are considered completely similar (S(u, w) = 1) then every element has the same

degree of similarity to u as it has to w.

The original definition of similarity relation specified the minimum as the com-

bining function in the transitivity condition. Zadeh noted, however, that a simi-

larity relation could be defined using *-transitivity where * is any function that is

associative and nondecreasing in both of its arguments. Defining similarity with

29-3



t-norm t-conorm

tO(IY = minxy)if max(z. y) =I SO(z')= gz ) if min(z y) =0o { mn(z') otherwise , I{ (zy) Iotherwise

t(x, y) = maz(0,z + y -1) s1 (x,y) = min(1,z + y)
t2 (z'Y) = .s 2 (zXY) =zX+ Y-xZY
tz(x,y) = min(z, y) Ss(X,y) = M=(Xy)

Table 1: Common t-norms and t-conorms

min-transitivity (ts) provides a natural extension of the crisp set-theoretic notion

of equivalence relation (see [16]). The a-level sets of a min-transitive relation form
a family of equivalence relations. The equivalence classes partition the universe

into sets containing elements that are all similar to each other to degree at least

a. Rosenfeld [81 and Potoczny [7] have shown that, in the presence of symmetry,
min-transitivity is equivalent to requiring that, for every three elements in the uni-
verse, the degree of similarity of the two less related be equal. This unintuitive

constraint provided the motivation for expanding the type of transitivity operators

and permitting more general families of similarity assessments [9,10,18].

Example 1: Three similarity relations are defined over the universe U = {ul,..., u,}.
The relations S1 and S 2 are tl-similarity relations.

Si(u,,uj) = 1-li-l/n

1 i=j
S2 (u,u) = . if i-j[=1

O otherwise.

The relation S3 over {ul,... , u6 }, taken from [16], is a t3-similarity relation.

SS Ul U2 U3 U4 U5 U6

ul 1 .2 1 .6 .2 .6
U). ., 1 .2 .2 .8 .2

u3  1 .2 1 .6 .2 .6
u4  .6 .2 .6 1 .2 .8
u5  .2 .8 .2 .2 1 .2
u6  .6 .2 .6 .8 .2 1
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Note that, for every three elements uj, uj, and uk, at least two of the three pairwise

similarities are equal.

The concept of similarity is inextricably related to that of nearness or distance.
Corollary I expresses the well known relationship b'tween similarity and distance.

Definition 2. A ti-distance function on a domain U is a function d : U x U --, [0, oo)
that satisfies d(u, u) = 0, d(u, v) = d(v, u) and the inequality ti

ti: d(u, v) d(u, w) + d(w, v),

t2: d(u, v) _ d(u, w) + d(w, v) - d(u, w)d(w, v)

t3: d(u, v) _ max{d(u, w), d(w, v)}

for all u, v, w E U.

Inequality t is commonly referred to as the triangle inequality. The pair (U, d),
where U is a set and d a distance function on U that satisfies the triangle inequality,

is a pseudo-metric space. Note that a ti-distance function is also a ti-distance

function for j < i. Thus any ti-distance function defines a standard metric over the
domain U. Inequality t3 is known as the ultrametric inequality.

Definition 3. A ti-distance function on a set U is said to be bounded if there is a

z E R + such that d(u, v) < z, Vu, v E U.

Corollary 1. For any domain U, d is a ti-distance function on U with bound z if,

and only if,

S(u,v) = 1 -d(u, v)lz

is a ti-similarity relation over U.

The existence of an upper bound permits a scaling so that the distance between

any two elements of U lies within the interval [0,1]. The satisfaction of the ti
inequality by a distance function is equivalent to ti-transitivity in the corresponding

similarity relation. Thus the standard distance functions (pseudo-metrics) produce

tl-similarity relations. The more restrictive similarity transitivity conditions impose

additional constraints on the corresponding distance functions.
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AA(U1) IAf(A)(U1)

ILA(Ui) S AA ((Ui)

ILA(Un) IAfA)(U.)

Figure 1: Similarity filter

3. Fuzzy filters

A similarity relation is said to filter a fuzzy set A if it is used to transform

the degree of compatibility of an element based on those of similar elements. The

input to a filter f is a fuz- et A and the result a modified fuzzy set f(A) over

the same universe. Picto-a' / this is illustrated in Figure 1. Intuitively, filtering

is used to 'smooth' the compability assignments. When the compatibility values

of two similar elements differ significantly, filtering may be used to redL-t the dif-

ference. The degree of the modification depends upon the type and sensitivity of

the filter. The propriety of applying a filter depends upon the assumption that the

compatibility values of the underlying set are typically continuous with respect to

the similarity evaluation and the deviations from this are due to imprecision (noise)

in the elicitation of the membership function.

In this section we define four classes of fuzzy filters. The designation of the

classes indicates the type of smoothing to be performed by the filter. Throughout

the development of fuzzy filters, A will denote a fuzzy set over U = {ul,... , u,}

and S a similarity relation on U. Unless specifically indicated, S may be a ti-

similarity relation for any i. The operator ® represents a t-norm and E a t-conorm.

A t-conorm is an extension of logical disjunction from {0, 1} to [0, 1]. t-conorms

are commutative, associative, increasing in both arguments and satisfy 0 E x = x

and 1 ED z = 1 (see [12,6]). The t-conorms that will be utilized in this section are

given in Table 1. The t-conorms so and s3 provide upper and lower bounds for

the values of an arbitrary t-conorm. Since t-norms and t-conorms are associative,

they may be recursively extended to any number of arguments. 0 and ( will be

used to represent these extended operations. Following standard conventions, the

multiplicative opcrator 9 will take precedence over E in the evaluation of formulae.
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Definition 4. A fuzzy set transformation defined by

n

IL!(A)(Ui) = ED s(ui, u1) 0 ILA(uj)
j=1

is an increasing filter on U.

The role of a t-conorm in an increasing filter is that of an aggregator, combining
the information obtained by considering the relationship of ui to all the elements

of U. Aggregating with max (S3) produces the standard max-@ composition [16].
Corollary 2 shows that the transformation defined by an increasing filter produces a

nondecreasing updating of compatibility values, generating a fuzzy superset of the

original fuzzy set.

Corollary 2. Let f be an increasing filter on U defined by similarity relation S.

Then If(A)(Ui) > ILA(Ui).

Proof:

=f(A)(Ui) = (UiU3 )®A(Uj)
1=1

n

> V S(UUj) ®A(U,)

3=1

= PA(Ui)

The initial inequality is a consequence of max being a lower bound on the t-conorms.

The final step follows from the reflexivity of similarity. 0

Increasing filters were employed by Zemankova and Kandel [17] to expand the
focal set of a query in a fuzzy relational database system and by Zadeh [13] to
transform fuzzy restrictions on the natural numbers. The product was used as

the t-norm in the database system while Zadeh used the minimum to incorporate
information provided by similarity assessments into the membership values. Both

of these applications employed max as the aggregation operation.

For each element ui, a similiarity relation S induces a fuzzy set N(ui, S) that
defines the neighborhood of ui. The degree of membership of an element u in the

neighborhood of ui is

IN(,iS)(Uj) = S(UiU,).
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The symmetry of S ensures that uN(w,s)(Uj) = IiN(us)(uj). Elements ui avui u, are
said to be a-neighbors whenever S(ui,ui) = a. An a-neighborhood of a point t is

the set of elements that are neighbors of degree a or more. That is, a-neighborhood

Na(ui, S) is the a-level set of the fuzzy set N(ui, S).

Applying an increasing filter to a fuzzy set A places a lower bound on the
membership values of all elements in the a-neighborhood of an element.

Corollary 3. Let f be an increasing filter defined by similarity relation S and let

u, E U. For any element ui E Na(u,,S), If(A)(Uj) _> a 0IA(U,).

The degree to which an element can affect an a-neighbor is fixed by a and the

t-norm. For an element ui, the membership value of every a-neighbor ui less than

a 0 IA(uj) will be increased to that value regardless of its current value. Thus, the
similarity relation defines the sensitivity of a filter. The coarser the distinctions in

similarity, the greater the potential effect of the filter.

Interchanging the role of the t-norm and the t-conorm produces the family of
decreasing filters. An argument completely analogous to that given in Corollary

2 shows that transforming a fuzzy set A with a decreasing filter produces a fuzzy

subset of A.

Definition 5. A fuzzy set transformation defined by

n
Af (A)(Ui) = 0((1 - S(Ui,u)) E AA(u,))

j=1

is a decreasing filter on U.

Corollary 4. Let f be a decreasing filter on U defined by similarity relation S.

Then ALf(A)(U,) -- A (U,).

Proof: The result follows since A is the maximal t-norm and 0 an identity element

of the t-conorms.

n
sf (A)(Ui) = 0((1 - S(U,, u)) e PA (Uj))

j=1
n
A A ((1 - S(Ui, U)) @ AA(Uj))
j=1

< (1 - S(Ui,,,)) (D A(Ui)

= ItA(U,) 0
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The "direction" of the smoothing accomplished by the preceding filters is uni-

form and determined by the order of the application of the t-norm and t-conorm
operations. The application of a directional filter indicates a belief that the cause

of the imprecision in the information has a tendency to consistently increase or

decrease compatibility values. When the source of the imprecision does not satisfy

these conditions, a filter that averages compatibility values may be appropriate.

Two families of filters are defined to transform a fuzzy set based on an average of

the elements in the neighborhood.

One approach to averaging is to combine the information provided by an in-
creasing and a decreasing filter. The combination may be obtained by the use of a

generalized mean [5,6]. A generalized mean is a function of the form

gr(x 1 " ... )= (xi +'.+ n /)

where -co < r < oo. The standard arithmetic mean is obtained by setting r to 1.

The limiting values are max and min as r approaches oo and -oo respectively. Thus

the generalized means provide combining operators that bridge the gap between the

t-norms (bounded above by min) and the t-conorms (bounded below by max).

Definition 6. Let f+ be an increasing filter, f- a decreasing filter, and gr a

generalized mean. A fuzzy set transformation defined by

I.L'(A)(Ui) = gr(f(+fui), f-(U))

is an averaging filter on U.

A second approach is to use similarity directly to reevaluate the membership

value for a point based on the values assigned to its neighbors (including itself).

The degree of influence of a neighbor v on the updated membership value of u is

proportional to the contribution of v to the total similarity of the neighbors to u.

Definition 78. A fuzzy set transformation defined by

/.f(A) (Ui) = Z., (~Su~ 1-iE u scUisk)

is a similarity weighting filter on U.

The denominator in Definition 8 is the relative cardinality of the fuzzy set

N(ui, S), that 's, the total of the similarity of all the elements in the universe

to uj.
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Since filters have been introduced to smooth fuzzy sets, it follows that filtering

a set without variance should leave that set unchanged. Corollary 5, which follows

immediately from the definitions of the four families of filters, indicates that a

smooth set is a fixed point of every filter.

Corollary 5. Let f be a filter and A a fuzzy set such that SA(ui) = c for all u, E U.

Then f(A) = A.

Example 2: Five fuzzy filters are constructed to illustrate the effect of a filtering

transformation. The universe is the set U = {u,... ,u 12} and the ti-similarity

relation S2 on U from Example 1. The averaging filter is constructed from the

increasing and decreasing filters fi and f3 using the arithmetic mean.

type t-norm t-conorm g
fi increasing min (z, y) maz(x, y)
f2 increasing xy maz(x, y)
fs decreasing min(x, y) max(x, y)
f4 averaging (fi + f3)/2

The filter fs is the similarity weighting filter associated with the similarity rela-

tion S2 .

U U1 U2 U3  U4  U5 U6  U7 U U9 U10 U11  U 1 2

A 0 1 0 0 0 .5 .75 0 0 0 .5 0
f,(A) .5 1 .5 0 .5 .5 .75 .5 0 .5 .5 .5
f 2(A) .5 1 .5 0 .25 .5 .75 .375 0 .25 .5 .25
f3 (A) 0 .5 0 0 0 .5 .5 0 0 0 .5 0
f 4(A) .25 .75 .25 0 .25 .5 .6755 .25 0 .25 .5 .25
fs(A) .33 .5 .125 0 .125 .4375 .5 .1875 0 .1725 .25 .125

Note that f' increases the compatibility values of the neighbors of any point u

with A(u) >: .5 to .5. The application of the multiplicative t-norm induces a scaling

of the influence based on the magnitude of the compatibility value of an a-neighbor

and a. The asymmetry of the similarity weighting about 2oints u2 and unl is the

result of ul being the 'left endpoint' and u12 being the 'right endpoint' of the set U.

4. Similarity and Influence
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A similarity relation provides a direct assessment of the resemblance of elements
in the universe. The influence of an element, however, may extend (indirectly)

beyond the confines of its neighborhood. To examine this we formally° introduce
the notion of influence. The definitions and results will be given for increasing filters.

Similar results can be obtained for decreasing filters. Throughout this section 0
represents a fixed, but arbitrary, t-norm.

Definition 8. The influence of a path v0 , vi,..., vt of length k from v0 to Vk is

S (Vo,V 1 ) 0 S(V,,V 2) 0 ... 0 S(Vk-1, vk).

From the boundary conditions of t-norms, a path has influence 1 if, and only if,

every adjacent pair of elements in the path are completely similar. A path which
contains adjacent elements vi, vi+l with S(vi, vi+1) = 0 has 0 influence. Note,

however, that the influence of a path in which each adjacent pair of elements has
nonzero similarity may be zero. In [16] Zadeh referred to the influence of a path

as its strength. The former term is used here because of the role to be played in

filtering.

Definition 9. The k-influence of ui and ui is

max{S(vo, v1) 0 S(V1,V2) 0 ... 0S(Vk-1, vk) I vl.... , E U}

where vo = ui and vk = u,.

The k-influence ui asserts on ui is the maximum influence of paths of length k

from ui to uj. Since t-norms are commutative, the k-influence of ui on ui and that
of uj on ui are identical. 1-influence is just the similarity between elements. Thus,

the 1-influence of ui on the elements of U is given by the fuzzy N(ui, S).

Example 3 illustrates how the influence of an element may be propagated through-

out the entire universe.

Example 3: Let U = {uI, u2 , Us, u4, u6} and let S2 by the tI-similarity relation

from Example 1. The k-influence of u2 on the elements of the universe is given for

influence paths defined by the minimum, product and LukasTewicz t-norms.

k U2 U 3 U4 US k u1 U2 U3  U4  U5

1 .5 1 .5 00 1 .5 1 .5 0 0
min 2 .5 1 .5 .5 0 t 2 2 .5 1 .5 .25 0

3 .5 1 .5 .5 .5 3 .5 1 .5 .25 .125
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k ul u 2 u 3 u 4 US

1 .5 1 .5 0 0
th 2 .5 1 .5 0 0

3 .5 1 .5 0 0

Note that the uniform similarity between adjacent points and the min operator

combine to produce an influence of u2 that is uniform on all the other elements

of the universe. Employing the product scales the influence based on the number

of the arcs in the path with nonzero similarity. The influence of the LukasIewicz

t-norm does not extend beyond its similarity neighborhood. This is a consequence

of a general property of max-t composition of t-similarity relations (Corollary 7).

The relationships specified by a similarity relation can be represented as a ma-

trix. This is attained by designating an ordering of the elements of the universe.

We will assume that the universe U is comprised of elements {ul, - , u,,} with the

ordering determined by the subscripts. With this supposition, a similarity relation

S over U may be represented by a matrix S with S(i,j) = S(ui, uj). Throughout

the remainder of this section o will be used to denote max-( matrix multiplication.

That is, the i,j'th entry of R o S, where R is an n by k matrix and S is a k by m

matrices, is
n

V R(i,k) ® S(k,j).
k=1

Exponents are used to indicate repeated multiplications, i.e., S2 = SoS, S3 = S2oS,

etc. The index of element v in the ordering of U is denoted ind(v). Thus if v = ui

then ind(v) = j.

Lemma 1. Let S be a sir ;' -atrix over U. Then Sk(i,j) is the k-influence of

ui on u1 for k > 0.

Proof: For k = 1, this follows directly from the definition of influence. Now assume

Sk provides influence information for' paths of length k. By definition,

n

Sk+I(i, j)= V Sk(i,t) ® S(t,j).
t=1

Assume that there is a path ui,v ,..., vk, uj from ui to ui with influence greater

than Sk+l(i,j). The influence generated by this path is S(ui,V1) ® S(vI,v 2 ) ®...®
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S(vk-l, Vk) 0 S(vk, uj) for some sequence vl,..., vk. Let m be the index of vk in the

ordering of U, that is, Vk = UM. By the inductive hypothesis,

Sk(i,m) > S(i, ind(vi)) 9 ... o S(ind(vk_1),m).

However,

Sk+l(i,j) _> S (i,m) @ S(m,j) > S(i, ind(vi)) ® ... ® S(ind(vk_.),m) 0 S(m,j).

But this contradicts the assumption that ui, vI,..., vk, ui is a path of greater influ-
ence than Sk+(i,j) and the proof is complete. 0

Matrix R is said to be greater than or equal to matrix S, written R > S, if

R(i,j) >_ S(i,j) for every coordinate pair (i,j). For similarity matrices, this is
equivalent to R being a fuzzy superset of S. Lemma 2 shows that the powers
of a ti-similarity matrix form a nested sequence of fuzzy supersets of the original

similarity relation S.

Lemma 2. Let S be a similarity matrix over U. Then Sk+ > Sk for all k > 0.

Proof:

Sk+l(ij) =Sk S(i,j)

= V Sk(it) 0 S(tj)
t=1

> Sk(i,j) s(j,j)
=sk(i,j)

= sk(i,j) 0

The intuitive justification for Lemma 2 follows from the observation that a path
of length k from ui to uj defines a path of length k + 1 that has the same influence.
The extended path is constructed by adding an arc from u3 to itself to the end of
the existing path. Since the similarity relation is reflexive and 1 is an identity for
t-norms, the influence obtained by the addition of the arc is identical to that of the
original path. Consequently the influence associated with paths of length k from ui
to ui provides a lower bound for the influence of paths of length k + 1.

Corollary 6. Let S be a similarity matrix over U. Then Si > Sk for all j > k > 0.
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Corollary 7. Let S be a ti-similarity relation and let o be max-ti composition.

Then S2 = S.

Proof: By Lemma 2,

S2(ij) _ S(i,j).

The opposite inequality
n

S2 (ij) = V S(it) @ S(t,j) < S(ij)
t=1

follows from the ti-transitivity of S. C

Lemma 2 establishes the general fuzzy inclusion relationship satisfied by powers
of arbitrary similarity matrixes using max-t j composition. When the similarity

matrix is also ti, Corollary 7 specializes the inclusion to equality.

Lemma 3. Let S be a similarity matrix over U with IUI = n. Then Sn = Sn+k for

k >0.

Lemma 3 follows from the observation that there is an acyclic path that produces

the maximal influence between two elements. Since t-norms satisfy x 0 y _5 z, the
presence of a cycle in a path from ui to ui produces an influence that is at most

that generated by the path obtained by removing the cycle. Since every path of

length greater than n must contain a cycle, no such paths can be discovered that

would increase the influence.

The construction of the maximal influence matrix Sn is a variation of the all

pairs shortest path algorithm. The algebraic system (U, V, 0,0,1) forms a closed

semi-ring and the result follows from the general theory (1,31 of labeled paths in

closed semi-rings.

5. Iterative filtering
We will now consider the properties of repeated iterations of a fuzzy filter.

Let A4k(ui) be the membership value of the element ui after the k'th iteration of

filtering fuzzy set A by filter f. The resulting fuzzy set is denoted fk(A). The

halting condition can be activated by a preassigned number of iterations or when

the process converges to a steady state. Proposition I and Lemma 3 combine to

show that convergence will always occur for an increasing filter.

Proposition 1. Let f be an increasing fuzzy filter defined using t-norm 0 and

t-conorm t3 (maz). Then the fuzzy set fk(A) is given by the product A o Sk.
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Proof: By definition

AI2(A)(Ui) = V AAui) 0 S(u,,U,)
j=1

n=V A() 0 S (j, i
j=1=A o s(i).

NOW assume that ff (A) is given by A o S k.

n

= (VA(t) 0 Sk(t,i) 0 S(j,i)
j=1

= V A(t) ® k(t,j)®s(i)

j=1 t=1=V A(t) 0 (_Sk(t,) S(i i)

n

V A(t)sk+l(ti)
1=1

= A o Sk(i).

The second step follows from the inductive hypotheses. The remainder of the ar-

gument consists of routine algebraic manipulation. 0

Corollary 8. The fuzzy sets produced by an increasing or decreasing filter will

converage after at most IUI iterations.

The computations given in Table 2 show the effect of iterating the filtering pro-

cess begun in Example 3. The similarity relation S2 defines the neighborhood of an

element as those elements immediately adjacent to it in the ordering u1, u2 ,..., u1 2.

The tables show the transformations obtained by iterated filtering with the t-norm

and t-conorm indicatcd. The number on the left hand side indicates the iteration.

The initial membership function is given as iteration 0. The columns in row i give

the value fi'(A)(uj). The results of the iterated filtering up to the convergence of

the membership function or to the tenth iteration, whichever comes first. If the

process has not completed in that time, the final converged values and the number

of iterations required are given.
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t-norm 1 t-conorm 3

0 0.000 0.000 1.000 0.000 0.000 0.600 0.760 0.000 0.000 0.600 0.000 0.000
1 0.000 0.600 1.000 0.600 0.000 0.600 0.760 0.260 0.000 0.500 0.000 0.000
2 0.000 0.600 1.000 0.500 0.000 0.600 0.760 0.260 0.000 0.600 0.000 0.000

t-norm 2 t-conorm 3

0 0.000 0.000 1.000 0.000 0.000 0.600 0.760 0.000 0.000 0.600 0.000 0.000
1 0.000 0.600 1.000 0.600 0.260 0.600 0.760 0.376 0.260 0.500 0.260 0.000
2 0.260 0.600 1,000 0.500 0.260 0.600 0.760 0.376 0.260 0.600 0.260 0.126
3 0.260 0.600 1.000 0.600 0.260 0.500 0.760 0.376 0.260 0.600 0.260 0.126

t-norm 3 t-conorm 3

0 0.000 0.000 1.000 0.000 0.000 0.600 0.760 0.000 0.000 0.600 0.000 0.000
1 0.000 0.600 1.000 0.600 0.600 0.600 0.760 0.600 0.500 0.600 0.600 0.000
2 0.500 0.500 1.000 0.600 0.600 0.500 0.760 0.600 0.600 0.600 0.600 0.600
3 0.600 0.500 1.000 0.600 0.600 0.600 0.760 0.600 0.600 0.600 0.600 0.600

a) Increasing Filter

t-sorm 1 t-conor 3

0 0.000 0.000 1.000 0.000 0.000 0.600 0.760 0.000 0.000 0.600 0.000 0.000
1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

t-sorm 2 t-cozorm 3

0 0.000 0.000 1.000 0.000 0.000 0.500 0.760 0.000 0.000 0.600 0.000 0.000
1 0.000 0.000 0.260 0.000 0.000 0.188 0.188 0.000 0.000 0.126 0.000 0.000
2 0.000 0.000 0.063 0,000 0.000 0.047 0.047 0.000 0.000 0.031 0.000 0.000
3 0.000 0.000 0.016 0.000 0.000 0.012 0.012 0.000 0.000 0.008 0.000 0.000
4 0.000 0.000 0.004 0.000 0.000 0.003 0.003 0.000 0.000 0.002 0.000 0.000
6 0.000 0.000 0.001 0.000 0.000 0.001 0.001 0.000 0.000 0.000 0.000 0.000
6 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

t-aozm 3 t-conorm 3

0.000 0.000 1.000 0.000 0.000 0.600 0.760 0.000 0.000 0.600 0.000 0.000
1 0.000 0.000 0.600 0.000 0.000 0.600 0.600 0.000 0.000 0.600 0.000 0.000
2 0.000 0.000 0.600 0.000 0.000 0.600 0.600 0.000 0.000 0.600 0.000 0.000

b) Decreasing Filter

29-16



t-ao= 1 t-cooum 3

0 0.000 0.000 1.000 0.000 0.000 0.500 0.7W 0-000 0000 0.500 0.000 00
1 0.000 0.250 0.500 0.250 0.000 0.250 0.376 0.125 0.000 0.250 0.000 0.000
2 0.000 0.125 0.250 0.125 0.000 0.125 0.18 0.063 0.000 0.125 0.000 0.000
3 0.000 0.063 0.126 0.063 0.000 0.063 0.094 0.031 0.000 0.063 0.007 0.000
4 0.000 0.031 0.063 0.031 0.000 0.031 0.047 0.016 0.000 0.031 0.C'- 0.000
5 0.000 0.010 0.031 0.016 0.000 0.016 0.023 0.008 0.000 0.016 0 a 0.000
6 0.0 0. 0.008 0.016 0.008 0.00 0.008 0.012 0.003 0.00 0-008 0.007 0.000
7 0.000 0.00, 0.008 0.004 0.000 0.004 0.006 0.002 0.000 0.004 0.000 0.000
8 0.000 0.002 0.004 0.002 0.000 0.002 0.003 0.001 0.C00 0.002 0.000 .O
9 0.000 0.001 0.002 0.001 0.000 0.001 0.001 0.000 0.000 0.001 0.000 0.000
10 0.000 0.000 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000
11 0.000 0.000 0.00 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

t-xoz' 2 t-coaom 3

0 0.000 0.000 1.000 0.000 0.000 0.500 0.70 0.000 0.000 0.500 0.000 0.000
1 0.000 0.260 0.626 0.260 0.126 0.344 0.469 0.188 0.125 0.313 0.125 0.000
2 0.063 0.195 0.391 0.195 0.102 0.215 0.293 0.141 0.024 0.195 0.094 0.031
3 0.064 0.122 0.244 0.122 0.060 0.134 0.183 0.091 0.061 0.122 0.061 0.031
4 0.048 0.076 0.163 0.076 0.042 0.084 0.114 0.057 0.038 0.076 0.038 0.023
5 0.038 0.048 0.096 0.048 0.026 0.052 0.072 0.036 0.024 0.048 0.024 0.018
6 0.027 0.030 0.060 0.030 0.016 0.033 0.045 0.022 0.016 0.030 0.015 0.013
7 0.020 0.019 0.037 0.019 0.010 0.020 0.028 0.014 0.009 0.019 0.009 0.010
8 0.016 0.012 0.023 0.012 0.006 0.013 0.017 0.009 0.006 0.012 0.006 0.007
9 0.011 0.007 0.015 0.007 0.004 0.008 0.011 0.005 0.004 0.007 0.004 0.006
10 0.009 0.006 0.009 0.005 0.003 0.006 0.007 0.003 0.002 0.005 0.002 0.004
20 0.000 0.CLO 0.000 0.00 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

t-nor 3 t-conoru 3

0 0.000 0.000 1.000 0.000 0.000 0.500 0.750 0.000 0.000 0.500 0.000 0.000
1 0.000 0.250 0.760 0.250 0.250 0.500 0.625 0.250 0.260 0.500 0.260 0.000
2 0.125 0.376 0.626 0.376 0.375 0.500 0.563 0.376 0.376 0.500 0.375 0.126
3 0.250 0.438 0.563 0.438 0.438 0.600 0.531 0.438 0.438 0.600 0.438 0.250
4 0.344 0.469 0.631 0.469 0.469 0.500 0.616 0.469 0.469 0.500 0.469 0.344
5 0.406 0.484 0.616 0.484 0.484 0.600 0.608 0.484 0.484 0.600 0.484 0.406
6 0.445 0.492 0.508 0.492 0.492 0.500 0.504 0.492 0.492 0.500 0.492 0.445
7 0.469 0.496 0.604 0.496 0.496 0.00 0.502 0.496 0.496 0.500 0.496 0.469
8 0.482 0.498 0.502 0.498 0.498 0.500 0.501 0.498 0.498 0.500 0.498 0.482
9 0.490 0.499 0.601 0.499 0.499 0.500 0.500 0.499 0.499 0.500 0.499 0.490
10 0.495 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.495
14 0.6500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.500 0.600 0.500 0.500

c) Averaging Filter

0 0.000 0.000 1.000 0.000 0.000 0.600 0.760 0.000 0.000 0.500 0.000 0.000
1 0.000 0.260 0.500 0.260 0.126 0.438 0.600 0.188 0.126 0.260 0.126 0.000
2 0.083 0.260 0.376 0.281 0.234 0.376 0.406 0.250 0.172 0.188 0.125 0.042
3 0.139 0.240 0.320 0.293 0.281 0.348 0.369 0.270 0.195 0.168 0.120 0.069
4 0.172 0.235 0.293 0.297 0.301 0.334 0.334 0.273 0.207 0.163 0.119 0.086
6 0.193 0.234 0.280 0.297 0.308 0.328 0.319 0.272 0.213 0.133 0.122 0.097
6 0.207 0.236 0.272 0.296 0.310 0.320 0.309 0.269 0.216 0.166 0.126 0.105
7 0.216 0.237 0.269 0.293 0.309 0.314 0.302 0.265 0.216 0.168 0.131 0.112
8 0.223 0.240 0.267 0.291 0.306 0.310 0.298 0.262 0.216 0.171 0.135 0.118
9 0.229 0.243 0.286 0.289 0.303 0.305 0.291 0.259 0.218 0.173 0.140 0.124
10 0.233 0.245 0.266 0.287 0.300 0.301 0.287 0.256 0.216 0.176 0.144 0.129
280 0.239 0.230 0.239 0.239 0.239 0.239 0.239 0.239 0.239 0.239 0.239 0.239

d) Similarity weighting filter

Table 2: Iterated Filters
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The first application of an increasing filter, Table 2 a), raises the membership

values of the neighbors of the elements with high membership values. A second

iteration shows that the effect of a filter extends beyond the neighborhood defined

by the similarity relation. The max-min filter progates a value of .5 to all the

elements that were originally assigned 0.

A decreasing filter would appear to be an appropriate choice for filtering this

membership function. The preponderance of the values are 0 and the non-zero

values may be attributed to noise in the elicitation process. The filters employing

tL and t 2 eventually converge assigning 0 to all elements. Using min lessens, but

does not remove, the difference between the aberrant points and remainder of the

universe.

Similar properties are exhibited by the averaging filters, with the two stronger

t-norms converging to a uniform assignment of 0 while max-min converges to .5.

Conclusions

Fuzzy filters enhance the continuity of partial membership evaluations based

on similarity information. These techniques may be used as a knowledge engineer-

ing tool to refine the compatibility assessments that describe the imprecisely de-

fined concepts or for removing noise from data obtained from sensors. The varying

properties of the families of filters provide the flexibility to choose transformations

specifically suited for the type of noise that may be anticipated in the acquistion

of information. We are currently applying fuzzy filters to remove ,ioise from gray

scale images with the choice of the filter based on local variation of pixel intensities.
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